Contents

Review

The Use of Social Media for Health Promotion in Hispanic Populations: A Scoping Systematic Review (e32)
Julia Hudnut-Beumler, Eli Po’e, Shari Barkin................................................................. 4

Original Papers

Testing the Feasibility of a Passive and Active Case Ascertainment System for Multiple Rare Conditions Simultaneously: The Experience in Three US States (e151)
Amanda Reichard, Suzanne McDermott, Margaret Ruttenber, Joshua Mann, Michael Smith, Julie Royer, Rodolfo Valdez.................................................. 15

IBM Watson Analytics: Automating Visualization, Descriptive, and Predictive Statistics (e157)
Robert Hoyt, Dallas Snider, Carla Thompson, Sarita Mantravadi........................................... 27

Efficacy of Web-Based Collection of Strength-Based Testimonials for Text Message Extension of Youth Suicide Prevention Program: Randomized Controlled Experiment (e164)
Phyo Thiha, Anthony Pisani, Kunali Gurditta, Erin Cherry, Derick Peterson, Henry Kautz, Peter Wyman................................................................. 39

Perceptions Toward a Smoking Cessation App Targeting LGBTQ+ Youth and Young Adults: A Qualitative Framework Analysis of Focus Groups (e165)
N Baskerville, Darly Dash, Katy Wong, Alanna Shuh, Aneta Abramowicz........................................... 50

Reaction on Twitter to a Cluster of Perinatal Deaths: A Mixed Method Study (e36)
Sarah Meaney, Leanne Cussen, Richard Greene, Keelin O’Donoghue......................................... 61

Chiropractic and Spinal Manipulation Therapy on Twitter: Case Study Examining the Presence of Critiques and Debates (e153)
Alessandro Marcon, Philip Klostermann, Timothy Caulfield.................................................. 73

Building a National Neighborhood Dataset From Geotagged Twitter Data for Indicators of Happiness, Diet, and Physical Activity (e158)
Quynh Nguyen, Dapeng Li, Hsien-Wen Meng, Suraj Kath, Elaine Nsoesie, Feifei Li, Ming Wen................................................................. 82
Evaluating Google, Twitter, and Wikipedia as Tools for Influenza Surveillance Using Bayesian Change Point Analysis: A Comparative Analysis (e161)
J Sharpe, Richard Hopkins, Robert Cook, Catherine Striley. 98

“When ‘Bad’ is ‘Good’”: Identifying Personal Communication and Sentiment in Drug-Related Tweets (e162)
Raminta Daniulaityte, Lu Chen, Francois Lamy, Robert Carlson, Krishnaprasad Thirunarayan, Amit Sheth. 111

Estimating the Duration of Public Concern After the Fukushima Dai-ichi Nuclear Power Station Accident From the Occurrence of Radiation Exposure-Related Terms on Twitter: A Retrospective Data Analysis (e168)
Naoki Nishimoto, Mizuki Ota, Ayako Yagahara, Katsuhiko Ogasawara. 123

E-Cigarette Social Media Messages: A Text Mining Analysis of Marketing and Consumer Conversations on Twitter (e171)
Allison Lazard, Adam Saffer, Gary Wilcox, Arnold Chung, Michael Mackert, Jay Bernhardt. 137

Disease Monitoring and Health Campaign Evaluation Using Google Search Activities for HIV and AIDS, Stroke, Colorectal Cancer, and Marijuana Use in Canada: A Retrospective Observational Study (e156)
Rebecca Ling, Joon Lee. 146

“Mommy Blogs” and the Vaccination Exemption Narrative: Results From A Machine-Learning Approach for Story Aggregation on Parenting Social Media Sites (e166)
Timothy Tangherlini, Ywani Roychowdhury, Beth Glenn, Catherine Crespi, Roja Bandari, Akshay Wadia, Misagh Falahi, Ehsan Ebrahimzadeh, Roshan Bastani. 161

A Comparison of Web and Telephone Responses From a National HIV and AIDS Survey (e37)
Marcella Jones, Liviana Calzavara, Dan Allman, Catherine Worthington, Mark Tyndall, James Iveniuk. 176

Acceptability of a Community-Based Outreach HIV-Testing Intervention Using Oral Fluid Collection Devices and Web-Based HIV Test Result Collection Among Sub-Saharan African Migrants: A Mixed-Method Study (e33)
Jasna Loos, Lazare Manirankunda, Tom Plateau, Laura Albers, Katrien Fransen, Tine Vermoesen, Fiona Namanya, Christiana Nöstlinger, Valérie Lisse. 191

Determining Survey Satisficing of Online Longitudinal Survey Data in the Multicenter AIDS Cohort Study: A Group-Based Trajectory Analysis (e150)
Junnrui Di, Ying Li, M Friedman, Susheel Reddy, Pamela Surkan, Steven Shoptaw, Michael Plankey. 204

How Best to Obtain Valid, Verifiable Data Online From Male Couples? Lessons Learned From an eHealth HIV Prevention Intervention for HIV-Negative Male Couples (e152)
Jason Mitchell, Ji-Young Lee, Rob Stephenson. 214

Investigating Sociodemographic Factors and HIV Risk Behaviors Associated With Social Networking Among Adolescents in Soweto, South Africa: A Cross-Sectional Survey (e154)
Janan Dietrich, Fatima Laher, Stefanie Hornschuh, Busisiwe Nkala, Lucy Chimoyi, Kennedy Otwombe, Angela Kaida, Glenda Gray, Carl Miller. 224

A Test of Concept Study of At-Home, Self-Administered HIV Testing With Web-Based Peer Counseling Via Video Chat for Men Who Have Sex With Men (e170)
Jessica Maksut, Lisa Eaton, Elizabeth Siembida, Daniel Driffin, Robert Baldwin. 235

Exploring Consumer and Patient Knowledge, Behavior, and Attitude Toward Medicinal and Lifestyle Products Purchased From the Internet: A Web-Based Survey (e34)
Sulaf Assi, Jordan Thomas, Mohamed Halfar, David Osselton. 258
Development of an Ecological Momentary Assessment Mobile App for a Low-Literacy, Mexican American Population to Collect Disordered Eating Behaviors (e31)
Kay Connelly, Karen Stein, Beenish Chaudry, Nicole Trabold. ................................................................. 301

Qualitative Analysis of Cognitive Interviews With School Children: A Web-Based Food Intake Questionnaire (e167)
Vanessa Fernandes Davies, Emil Kupek, Patricia Faria Di Pietro, Maria Altenburg de Assis, Francilene GK Vieira, Clarice Perucchi, Rafaela Mafrà, Debbe Thompson, Thomas Baranowski. ................................................................. 315

Effect of Performance Feedback on Community Health Workers’ Motivation and Performance in Madhya Pradesh, India: A Randomized Controlled Trial (e169)
Sangya Kaphle, Michael Matheke-Fischer, Neal Lesh. ................................................................. 326

Viewpoint

Lessons Learned From Methodological Validation Research in E-Epidemiology (e160)
Emmanuelle Kesse-Guyot, Karen Assmann, Valentina Andreeva, Katia Castetbon, Caroline Méjean, Mathilde Touvier, Benoît Salanave, Valérie Deschamps, Sandrine Péneau, Léopold Fezeu, Chantal Julia, Benjamin Allès, Pilar Galan, Serge Hercberg. ................................................................. 245

Protocol

The Prevalence of Sexual Behavior Stigma Affecting Gay Men and Other Men Who Have Sex with Men Across Sub-Saharan Africa and in the United States (e35)
Shauna Stahlman, Travis Sanchez, Patrick Sullivan, Sosthene Ketende, Carrie Lyons,Manhattan Charurat, Fatou Drame, Daouda Diouf, Rebecca Ezouatchi, Seni Kouanda, Simplice Anato, Tampose Mothopeng, Zandile Mnisi, Stefan Baral. ................................................................. 274

Short Paper

High Burden of Unrecognized Atrial Fibrillation in Rural India: An Innovative Community-Based Cross-Sectional Screening Program (e159)
Apurv Soni, Allison Earon, Anna Handorf, Nisha Fahey, Kandarp Talati, John Bostrom, Ki Chon, Craig Napolitano, Michael Chin, John Sullivan, Shyamsundar Ralithaha, Robert Goldberg, Somashekhkar Nimbalkar, Jeroan Allison, Sunil Thanvi, David McManus. ................................................................. 293

Corrigenda and Addendas

Metadata Correction of: How Best to Obtain Valid, Verifiable Data Online From Male Couples? Lessons Learned From an eHealth HIV Prevention Intervention for HIV-Negative Male Couples (e155)
Jason Mitchell, Ji-Young Lee, Rob Stephenson. ................................................................. 347

Metadata Correction of: Lessons Learned From Methodological Validation Research in E-Epidemiology (e160)
Emmanuelle Kesse-Guyot, Karen Assmann, Valentina Andreeva, Katia Castetbon, Caroline Méjean, Mathilde Touvier, Benoît Salanave, Valérie Deschamps, Sandrine Péneau, Léopold Fezeu, Chantal Julia, Benjamin Allès, Pilar Galan, Serge Hercberg. ................................................................. 349
The Use of Social Media for Health Promotion in Hispanic Populations: A Scoping Systematic Review

Julia Hudnut-Beumler, BA; Eli Po'e, BS; Shari Barkin, MD, MSHS

Vanderbilt University School of Medicine, Nashville, TN, United States
Department of Pediatrics, Vanderbilt University School of Medicine, Nashville, TN, United States

Corresponding Author:
Shari Barkin, MD, MSHS
Department of Pediatrics, Vanderbilt University School of Medicine
2200 Children’s Way
Doctor’s Office Tower 8232
Nashville, TN, 37232-9225
United States
Phone: 1 615 322 7080
Fax: 1 615 936 1730
Email: shari.barkin@vanderbilt.edu

Abstract

Background: The Internet is an increasingly popular platform for public health interventions due to its distinct ability to communicate with, engage, and educate communities. Given the widespread use of the Internet, these interventions could be a means of equalizing access to information to address health disparities in minority populations, such as Hispanics. Hispanics are disproportionately affected by poor health outcomes, including obesity, diabetes, and human immunodeficiency virus/acquired immune deficiency syndrome. Although underserved and underrepresented, Hispanics are among the leading users of social media in the United States. Previous reviews have examined the use of social media in public health efforts, but, to our knowledge, none have focused on the Hispanic population.

Objective: To conduct a scoping systematic review of the published literature to capture the ways social media has been used in health interventions aimed at Hispanic populations and identify gaps in existing knowledge to provide recommendations for future research.

Methods: We performed a systematic review of the literature related to social media, public health, and Hispanics using the PubMed, PsyINFO, and EMBASE databases to locate peer-reviewed studies published between January 1, 2010, and December 31, 2015. Each article was reviewed for the following inclusion criteria: social media as a main component of study methodology or content; public health topic; majority Hispanic/Latino study population; English or Spanish language; and original research study. Relevant data were extracted from articles meeting inclusion criteria including publication year, location, study design, social media platform, use of social media, target population, and public health topic.

Results: Of the 267 articles retrieved, a total of 27 unique articles met inclusion criteria. All were published in 2012 or later. The most common study design was a cross-sectional survey, which was featured in 10 of the 27 (37%) articles. All articles used social media for at least one of the following three purposes: recruiting study participants (14 of 27, 52%), promoting health education (12 of 27, 44%), and/or describing social media users (12 of 27, 44%). All but one article used multiple social media platforms, though Facebook was by far the most popular appearing in 24 of the 27 (89%). A diverse array of Hispanic populations was targeted, and health topics featured. Of these, the most highly represented were articles on sexual health directed toward Latino men who have sex with men (12 of 27, 44%). Healthy eating and active living received the second greatest focus (4 of 27, 15%).

Conclusions: Social media offers a potential accessible venue for health interventions aimed at Hispanics, a group at disproportionate risk for poor health outcomes. To date, most publications are descriptive in nature, with few indicating specific interventions and associated outcomes to improve health.

(JMIR Public Health Surveill 2016;2(2):e32) doi:10.2196/publichealth.5579

http://publichealth.jmir.org/2016/2/e32/
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Introduction

The Internet is becoming an increasingly popular platform for public health interventions [1]. Key components of public health services, as outlined by the Center for Disease Control and Prevention, include educating communities about health issues, linking individuals to personal health services, and conducting research to find new insights and innovative solutions to health problems [2]. Compared with traditional forms of communication, the Internet has distinct advantages when it comes to communicating with, engaging, and educating communities [3]. For many individuals, the Internet is already their primary source of health information [1], and thus, it represents an opportune method of communication for public health interventions. Not only do Internet interventions have a high potential reach, but they have other advantages as well. Internet-based implementation allows individuals to access the intervention at a time that is convenient for them. That intervention can be highly personalized, based on participant data, and engaging, based on interactive tools and graphically rich content [1]. Additional benefits of using the Internet include low cost and rapid transmission through a wide community [4].

Public health practitioners and researchers alike have taken note of the potential the Internet holds for health interventions. Given the widespread use of the Internet, these interventions could be a means of addressing health disparities. Gibbons et al wrote of “the potential to connect underserved and underrepresented populations to important health information resources and to build social support for those affected by health care issues” through the use of the Internet [5]. Among classically vulnerable populations, such as rural, low-income, and racial and ethnic minorities [6], Hispanics are notable in that they “own smartphones, go online from a mobile device, and use social networking sites (SNSs) at similar—and sometimes higher—rates than do other groups of Americans” [7]. With regard to Internet use, 81% of Hispanic adults in the United States were on the Web in 2015, which is similar to the figure for all American adults of 84% [8]. However, when it comes to social media sites, Hispanics are among the leading users—75% of Hispanic adult Internet users were on Facebook in 2015, compared with 70% of white and 67% of black adult Internet users [9]. Hispanics are the leading users of other social media platforms as well, including Twitter and Pinterest [9]. Given the affinity of the Hispanic community for social media sites, they would appear to hold great potential for health interventions in this population. Moreover, Hispanics are at disproportionate risk for poor health outcomes, such as obesity, diabetes, and human immunodeficiency virus (HIV)/acquired immune deficiency syndrome (AIDS) [10-12].

Social media generally refers to Internet sites that allow users to generate and share content, which reached mainstream prominence in the early 2000s [13,14]. Examples include blogs, wikis, SNSs (eg, Facebook and Twitter), and content communities (eg, YouTube) [2,15]. Most previously published systematic reviews of social media–driven public health interventions focus on a particular health topic such as weight management, healthy lifestyle behaviors, or smoking cessation [16-18]. In 2012, Capurro et al performed a systematic review to capture the ways SNSs had been used for public health research and practice. Although their review included all health topics, none of the articles included specifically mentioned or focused on Hispanics [3]. To our knowledge, no other review has been conducted to assess the ways social media has been used for public health promotion and research among the Hispanic population in the United States, even though this is one of the fastest growing demographics in America [19,20]. Given the popularity of social media sites among the Hispanic community, the use of social media sites for public health efforts in other populations, and the disproportionate poor health outcomes in this population [3,9-12], the goals of this review were to inform public health practitioners and researchers on the current state of knowledge in the field and highlight gaps in need of further study and research. In this review, Hispanic and Latino/a have been used interchangeably.

Methods

Literature Search


For the other 2 databases, the query was modified to fit their search specifications. From the articles identified, we conducted a manual search of the articles’ references for other relevant studies.

Article Selection

Inclusion criteria included were (1) social media as a main component of study methodology or content; (2) public health topic (ie, disease prevention or health promotion efforts); (3) majority Hispanic/Latino study population (ie, ≥ 50%); (4) published between January 1, 2010, and December 31, 2015; and (5) original research study.
We restricted our search to articles published in the last 5 years given the rapidly changing nature and popularity of Internet-based technology. We excluded studies not published in English or Spanish and duplicate articles. Two reviewers independently assessed each article based on these inclusion and exclusion criteria.

Data Extraction
After identifying studies that met inclusion criteria, the following data were extracted from each article by 2 independent reviewers: publication year, geographic location, study design, sample size, study purpose, social media type (eg, Facebook, Twitter, YouTube, and so forth), social media use (eg, recruiting study participants, promoting public health messaging, and so forth), target population (eg, age, gender, sexual orientation, and so forth), and public health topic. Data were recorded in 2 unique spreadsheets. Based on observed trends, qualitative data syntheses were performed. An inductive approach was taken to data abstraction in which specific observations were then broadened to general conclusions.

Results
Articles Retrieved
We conducted our literature search in December 2015. After our initial search on December 1, we performed weekly searches of all 3 databases to identify any newly published articles. Our final search was on December 31. Both of the reviewers used the same set of searches performed and saved during this period to conduct their independent reviews. A total of 267 articles were returned from the 3 databases: 149 from PubMed; 30 from PsycINFO; and 88 from EMBASE. Seventy-seven articles were found to be duplicates. For the remaining 190 unique articles, we reviewed the title and abstract for the selection criteria. If necessary, we also reviewed the full text of the article. Between the 2 reviewers, there was an agreement of 97% regarding which articles met inclusion criteria. Any discrepancies in group allocation or data extraction were resolved through systematic review and discussion to arrive at a consensus. In total, 26 articles met inclusion criteria. The references of these articles were then scanned, and one additional article identified was found to meet inclusion criteria. Thus, a total of 27 articles were included in the final review. See Table 1 for a brief description of each of the articles included.
<table>
<thead>
<tr>
<th>Author/year</th>
<th>Description</th>
<th>Social media site(s) used</th>
<th>Health topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graham 2012 [21]</td>
<td>Investigate efficacy of Web-based advertising for Spanish language smoking cessation website</td>
<td>MySpace Latino, MiGente, Website</td>
<td>Smoking cessation</td>
</tr>
<tr>
<td>Jaganath 2012 [22]</td>
<td>Describe the creation of a new, Facebook-based training curriculum for community leaders on HIV prevention</td>
<td>Facebook, MySpace</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Justice-Gardiner 2012 [23]</td>
<td>Compare a traditional media outreach campaign with a new media outreach campaign aimed at Hispanic cancer survivors and their families</td>
<td>Facebook, Twitter, Website</td>
<td>Cancer</td>
</tr>
<tr>
<td>Vyas 2012 [24]</td>
<td>Examine use of SMS and social media for decreasing sexual risk taking among Latino youth</td>
<td>SMS, Facebook, YouTube, Twitter, MySpace</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Young 2012 [25]</td>
<td>Determine whether peer leaders can be recruited for a community-based health intervention using social media</td>
<td>Facebook, MySpace, Craigslist</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Dixon-Gray 2013 [26]</td>
<td>Develop and implement a social marketing campaign to increase preconception health knowledge among second-generation Latinos</td>
<td>Facebook, MySpace, Website</td>
<td>Women’s health</td>
</tr>
<tr>
<td>Landry 2013 [27]</td>
<td>Examine associations between new media use and sexual behaviors</td>
<td>SMS, unspecified social media</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Tucker 2013 [28]</td>
<td>Examine the association between exposure to alcohol or other drug-related media and use of alcohol among adolescents</td>
<td>Facebook, MySpace</td>
<td>Substance abuse</td>
</tr>
<tr>
<td>Young 2013 [29]</td>
<td>Determine the feasibility and acceptability of using SNSs to facilitate HIV-related discussions and requests for home-based HIV test kits in Latino MSMs</td>
<td>Facebook, MySpace, Craigslist</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Young 2013 [30]</td>
<td>Understand the relationship between social media sex-seeking and sexual risk behaviors in Latino MSMs</td>
<td>Facebook, MySpace, Twitter, Grindr, Adam4Adam, Manhunt</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Young 2013 [31]</td>
<td>Determine the feasibility of recruiting peer leaders for a community-based health intervention using social media</td>
<td>Facebook, MySpace</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Young 2013 [32]</td>
<td>Explore the feasibility of recruiting minority MSM Facebook users for HIV prevention studies</td>
<td>Facebook Craigslist, Website</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Young 2013 [33]</td>
<td>Determine whether social networking communities can increase HIV testing in Latino MSMs</td>
<td>Facebook, Craigslist, Website</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Young 2013 [34]</td>
<td>Explore associations between stimulant use, sexual risk behaviors, and social networking among Latino MSMs</td>
<td>Facebook, Craigslist</td>
<td>Substance abuse</td>
</tr>
<tr>
<td>Barrera 2014 [35]</td>
<td>Examine comparative impact of keywords in an Web-based campaign to recruit pregnant Latina women to an Internet intervention</td>
<td>Website</td>
<td>Women’s health</td>
</tr>
<tr>
<td>Ferguson 2014 [36]</td>
<td>Examine television, social media, and peer competition influences on body dissatisfaction and eating disorder symptoms in Hispanic adolescent females</td>
<td>Facebook, Twitter, YouTube, Wordpress, multiplayer online gaming sites</td>
<td>Body image and eating disorders</td>
</tr>
<tr>
<td>Hanson 2014 [37]</td>
<td>Determine use of social media for health care–related purposes among medically underserved primary care patients</td>
<td>Facebook, MySpace, LinkedIn, YouTube, Twitter, blogs, SMS texting</td>
<td>Patient-provider communication</td>
</tr>
<tr>
<td>Martinez 2014 [38]</td>
<td>Recruit Spanish-speaking, Latino gay couples with social media to an HIV prevention study</td>
<td>Facebook, Craigslist, Grindr, SCRUFF, Jack’d, Instagram, SMS, Website</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Quintililani 2014 [39]</td>
<td>Improve weight, diet, and physical activity among low socioeconomic status public housing residents with social media campaign component to intervention</td>
<td>SMS, Facebook</td>
<td>Healthy eating and active living</td>
</tr>
<tr>
<td>Young 2014 [40]</td>
<td>Describe study retention among Latino MSMs 1 year after a 12-week, social networking–based HIV prevention trial</td>
<td>Facebook, MySpace, Craigslist</td>
<td>Sexual health</td>
</tr>
<tr>
<td>Young 2014 [41]</td>
<td>Assess the feasibility and acceptability of using SNSs as a health research platform among Latino MSMs</td>
<td>Facebook, MySpace, Craigslist</td>
<td>Healthy eating and active living</td>
</tr>
<tr>
<td>Chiu 2015 [42]</td>
<td>Assess association between HIV status, SNS use, and sexual risk behaviors among Latino MSMs</td>
<td>Facebook, MySpace, Grindr, Orkut</td>
<td>Sexual health</td>
</tr>
</tbody>
</table>
Trends in Publication Dates and Study Locations
All articles meeting inclusion criteria were published in the last 4 years, from 2012 to 2015. In 2012, there were 5 articles published on the topic. That number increased to 9 in 2013, 7 in 2014, and 6 in 2015. No earlier articles retrieved in the search met inclusion criteria. With regard to study location, 26 of the 27 articles (96%) detailed studies that were conducted in the United States. The one remaining study was conducted internationally with most participants coming from Central and South America.

Social Media Platforms
Of the social media platforms used, Facebook was by far the most common, appearing in 24 of the 27 articles (89%). Other popular platforms included MySpace (56%), websites (44%), Twitter (30%), Craigslist (26%), and YouTube (19%). Fourteen other social media platforms, such as Instagram, Grindr, MiGente, and LinkedIn, were mentioned in the articles, although with lesser frequency. All but one study used multiple social media platforms.

Types of Studies
The most common study design was a cross-sectional survey, which was featured in 10 of the 27 articles (37%). Most surveys were used to capture social media usage, users’ characteristics, or users’ communication preferences. The next most common study designs were qualitative studies and randomized control trials. Qualitative studies appeared in 4 of the 27 articles (15%), and randomized control trials were featured in an equal number (4 of 27, 15%). Of note, 2 of the 4 papers featuring randomized control trials are from the same study, the Harnessing Online Peer Education study, meaning that in total there were only 2 unique randomized control trials identified in this review. Of the remaining studies, there were 3 (11%) prospective cohort studies, 3 (11%) mixed methods studies, and 3 (11%) reports on public health campaigns.

Uses of Social Media
All of the articles included in this review used social media for at least one of the following 3 purposes: recruiting study participants, promoting health education, or describing users’ characteristics. Most articles (14 of 27, 52%) used social media to identify and recruit study participants. However, using social media for health education (12 of 27, 44%) and describing the characteristics of social media users were both also highly represented in the articles (12 of 27, 44%). Though less common, a few studies assessed participants’ health communication preferences (3 of 27, 11%), specifically whether they were open to receiving health information, including general public health messages and personal messages from health care providers, via social media. Finally, in 2 of the articles (7%), social media was highlighted as a way to retain study participants. See Table 2 for uses of social media by target population and health topic.
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All articles meeting inclusion criteria were published in the last 4 years, from 2012 to 2015. In 2012, there were 5 articles published on the topic. That number increased to 9 in 2013, 7 in 2014, and 6 in 2015. No earlier articles retrieved in the search met inclusion criteria. With regard to study location, 26 of the 27 articles (96%) detailed studies that were conducted in the United States. The one remaining study was conducted internationally with most participants coming from Central and South America.

Social Media Platforms
Of the social media platforms used, Facebook was by far the most common, appearing in 24 of the 27 articles (89%). Other popular platforms included MySpace (56%), websites (44%), Twitter (30%), Craigslist (26%), and YouTube (19%). Fourteen other social media platforms, such as Instagram, Grindr, MiGente, and LinkedIn, were mentioned in the articles, although with lesser frequency. All but one study used multiple social media platforms.

Types of Studies
The most common study design was a cross-sectional survey, which was featured in 10 of the 27 articles (37%). Most surveys were used to capture social media usage, users’ characteristics, or users’ communication preferences. The next most common study designs were qualitative studies and randomized control trials. Qualitative studies appeared in 4 of the 27 articles (15%), and randomized control trials were featured in an equal number (4 of 27, 15%). Of note, 2 of the 4 papers featuring randomized control trials are from the same study, the Harnessing Online Peer Education study, meaning that in total there were only 2 unique randomized control trials identified in this review. Of the remaining studies, there were 3 (11%) prospective cohort studies, 3 (11%) mixed methods studies, and 3 (11%) reports on public health campaigns.

Uses of Social Media
All of the articles included in this review used social media for at least one of the following 3 purposes: recruiting study participants, promoting health education, or describing users’ characteristics. Most articles (14 of 27, 52%) used social media to identify and recruit study participants. However, using social media for health education (12 of 27, 44%) and describing the characteristics of social media users were both also highly represented in the articles (12 of 27, 44%). Though less common, a few studies assessed participants’ health communication preferences (3 of 27, 11%), specifically whether they were open to receiving health information, including general public health messages and personal messages from health care providers, via social media. Finally, in 2 of the articles (7%), social media was highlighted as a way to retain study participants. See Table 2 for uses of social media by target population and health topic.
Table 2. Uses of social media for health interventions by targeted Hispanic population and health topic.

| Target Hispanic population | Uses of social mediaa | | | | |
|---------------------------|-----------------------|----------------------|----------------------|----------------------|
|                           | Recruiting participants (n=14) | Promoting health education (n=12) | Describing users or usage characteristics (n=12) | Assessing communication preferences (n=3) | Retaining study participants (n=2) |
| Men who have sex with men (n=12) | 12 (86%) | 7 (58%) | 4 (33%) | 0 (0%) | 1 (50%) |
| Adolescents (n=5) | 0 (0%) | 0 (0%) | 4 (33%) | 2 (67%) | 0 (0%) |
| General population (n=3) | 0 (0%) | 2 (17%) | 1 (8%) | 0 (0%) | 0 (0%) |
| Pregnant women and young mothers (n=3) | 1 (7%) | 1 (8%) | 1 (8%) | 0 (0%) | 0 (0%) |
| Medically underserved (n=1) | 0 (0%) | 0 (0%) | 2 (17%) | 1 (33%) | 0 (0%) |
| Public housing residents (n=1) | 0 (0%) | 1 (8%) | 0 (0%) | 0 (0%) | 1 (50%) |
| Cancer survivors (n=1) | 0 (0%) | 1 (8%) | 0 (0%) | 0 (0%) | 0 (0%) |
| Smokers (n=1) | 1 (7%) | 0 (0%) | 0 (0%) | 0 (0%) | 0 (0%) |
| Health topicc | | | | | |
| Sexual health (n=12) | 10 (71%) | 6 (50%) | 5 (42%) | 1 (33%) | 1 (50%) |
| Healthy eating and active living (n=4) | 1 (7%) | 3 (25%) | 1 (8%) | 0 (0%) | 1 (50%) |
| Women’s health (n=3) | 1 (7%) | 1 (8%) | 1 (8%) | 0 (0%) | 0 (0%) |
| Substance abuse (n=3) | 1 (7%) | 0 (0%) | 2 (17%) | 0 (0%) | 0 (0%) |
| Patient-provider communication (n=2) | 0 (0%) | 0 (0%) | 2 (17%) | 2 (67%) | 0 (0%) |
| Body image and eating disorders (n=1) | 0 (0%) | 0 (0%) | 1 (8%) | 0 (0%) | 0 (0%) |
| Cancer (n=1) | 0 (0%) | 1 (8%) | 0 (0%) | 0 (0%) | 0 (0%) |
| Epilepsy (n=1) | 0 (0%) | 1 (8%) | 0 (0%) | 0 (0%) | 0 (0%) |
| Smoking cessation (n=1) | 1 (7%) | 0 (0%) | 0 (0%) | 0 (0%) | 0 (0%) |

a Articles may contain elements of multiple categories (n>27).
b Articles contain only one target Hispanic population (n=27).
c Articles contain only one health topic (n=27).

Target Populations

With regard to target population, most articles focused on certain populations within the Hispanic community as opposed to individuals with specific medical conditions. An overwhelming number of the articles included in this review focused on Latino men who have sex with men (MSM). Forty-four percent (12 of 27) of articles targeted this population. However, 10 of these articles derived from a single study, the Harnessing Online Peer Education study. Other populations featured included adolescents (5 of 27, 19%), the medically underserved (1 of 27, 4%), public housing residents (1 of 27, 4%), and the general Hispanic population (3 of 27, 11%). Of these groups, the most commonly targeted were Hispanic adolescents and the general Hispanic population. Although less common, individuals with specific medical conditions were the focus of a few of the studies. These conditions included pregnant women and young mothers (3 of 27, 11%), cancer survivors (1 of 27, 4%), and smokers (1 of 27, 4%). Moreover, of the 14 articles that used social media to recruit study participants, 12 (86%) targeted MSM, followed distantly by pregnant women and young mothers (1 of 14, 7%) and smokers (1 of 14, 7%). None of the articles targeted at other populations used social media for recruitment. Of the various groups targeted, MSM were also the most highly represented with regard to articles promoting health education (7 of 12, 58%), describing user characteristics (4 of 12, 33%), and retaining study participants (1 of 2, 50%).

Health Topics

Of the health topics featured in the included articles, sexual health was by far the most highly represented, appearing in 12 of the 27 articles (44%). Two of these articles related to sexual health and risk taking behaviors among Hispanic adolescents. The remaining 10 articles were focused on sexual risk behaviors and HIV prevention among Latino MSMs. Other health topics that featured prominently were healthy eating and active living (4 of 27, 15%), women’s health (3 of 27, 11%), and substance abuse (2 of 27, 7%). Additional topics discussed include patient-provider communication (2 of 27, 7%), body image and eating disorders (1 of 27, 4%), cancer (1 of 27, 4%), epilepsy (1 of 27, 4%), and smoking cessation (1 of 27, 4%). Of the health topics, sexual health featured prominently in articles using social media to recruit study participants (10 of 14, 71%), promote health education (6 of 12, 50%), describe user characteristics (5 of 12, 42%), and retain study participants (1 of 2, 50%).
Discussion

Principal Findings

Given Hispanic’s disproportionate risk for poor health outcomes and high affinity for social media, public health interventions that use social media may be a means of addressing the health disparities present in this community [5,9-12]. With no articles published before 2012 and 27 articles published in the last 4 years relating to the use of social media for health interventions in Hispanic populations, this is evidently a nascent field in the realm of public health for this population. Of the 27 articles, 24 related to research, whereas only 3 were reports on public health campaigns, suggesting that using social media for health interventions in Hispanics is still mostly in the descriptive phase of research. It is not yet a common part of public health practice or published research. Although almost all articles referenced studies that included Facebook (89%), most used multiple social media platforms or complemented social media with other relatively new forms of communication, such as SMS or email. This trend deviates from previous reviews in which most studies depended on a single social media platform [3,17]. While text messaging on its own has received support as a tool for behavior change in disease prevention and management, the effectiveness of Internet interventions has been enhanced when coupled with additional methods of communication, especially SMS [48-50]. These distinct platforms may engage different aspects of the behavior change process, resulting in increased effectiveness of the intervention as a whole [50]. The use of multiple communication platforms by most studies included in this review may be a product of these findings, which come from previous trials that have sought to use the Internet to address health problems in other populations.

Perhaps given the relatively young nature of the field, few articles included in this review used randomized control trials. Four of the 27 articles featured randomized control trials; however, 2 of these articles come from the same study, suggesting that the lack of rigorous trial data is even less than it initially appears. Randomized control trials may also be underrepresented because of an inherent or perceived difficulty of using this study design for social media–based trials. Barrera et al noted the challenge in striking the right balance between addressing participant expectations of a trial and developing a social media–based study recruitment tool that captured the scope of the intervention without being too burdensome for Web users to access [35]. Moreover, few social media sites offer the option for closed-access or private groups. On most sites, content is open and freely available to everyone, which does not allow for the creation of intervention and control groups as would be necessary in a randomized control trial. Facebook is one exception. Part of Facebook’s popularity in the articles included here may stem from the ability to create multiple private groups using the site, thus allowing for different exposure conditions.

Cross-sectional surveys and qualitative studies were the most highly represented study designs. These study designs align well with the way social media is currently being used for health interventions in the Hispanic population. While some studies incorporated social media in multiple ways, every article included in this review used social media for at least one of the following 3 purposes: (1) study recruitment; (2) health education promotion; or (3) description of users/usage characteristics. Cross-sectional surveys and qualitative studies are appropriate for such descriptive purposes. Given the current gaps in knowledge, future studies should be designed as randomized control trials to test the effectiveness of social media–based health education programs and interventions for behavior change in Hispanic populations. Of the studies that have already been conducted, there is evidence that social media can be effective in recruiting study participants [25,31,32,38], increasing health knowledge [26], encouraging participants to engage in health discussions [33], increasing rates of testing for sexually transmitted diseases [29,33], and promoting study retention [40]. Only 2 studies specifically cited the use of social media as a means of promoting retention among study participants. Because of the challenges in retaining human subjects in longitudinal studies, this area merits continued study.

With regard to target study populations, a preponderance of articles focus on Latino MSMs. Because many of these articles come out of a single study, the number of studies that use social media–driven health interventions in Latino MSMs is actually far fewer. Three unique studies feature Latino MSMs—a similar number to that for Hispanic adolescents, Latinas who are pregnant or young mothers, and the Hispanic population at large. With only a handful of studies focused on each of these populations and fewer still on other groups like the medically underserved, continued research is needed for all Hispanic populations to further explore the efficacy and potential of social media–driven health interventions. Particular attention should be directed at the medically underserved and economically disadvantaged as a potential way to address health disparities among Hispanics [5]. Due to the large number of articles focusing on social media–based HIV prevention tools in Latino MSMs, sexual health is highly represented among the health topics featured in this review. However, once again, the actual number of unique studies dealing with sexual health is far fewer such that roughly an equivalent number of studies have been conducted to examine the use of social media in sexual health, healthy eating and active living, and women’s health interventions. With only a few studies conducted on each topic, each of these merits further research, especially given the increased risk of poor health outcomes for Hispanic Americans compared with non-Hispanic, white Americans in these areas, specifically heightened risks for HIV/AIDS, obesity, diabetes, and late entry into or complete lack of prenatal care [10-12,51].

From the research that has been done, social media has been shown to be an accessible and effective method of engaging a variety of Hispanic populations in diverse health behavior change topics. Despite previous reports showing that Hispanics who are younger, more affluent, English-speaking, and native born are more likely to use social media [7-9], there is early evidence to suggest that social media can also be an effective platform for reaching other members of the Hispanic community who tend to fall outside of these categories, such as community health center patients [37]. For public health practitioners, social media holds great potential. There are already examples...
community-specific efforts, such as Saludable Omaha which used Facebook and YouTube to promote healthy eating and active living among Omaha’s Hispanic population [44], and nationwide campaigns, like that undertaken by the Epilepsy Foundation to increase public understanding and awareness of epilepsy among Hispanics through Facebook and Twitter [46]. Public health practitioners should both encourage the use of relevant pre-existing social media resources and develop new, social media–based public health campaigns for Hispanic populations.

Limitations

A number of limitations do exist to this review. We limited our search to published, peer-reviewed journals, which could reflect a publication bias and does not include studies in progress but not yet published. In addition, we limited our search to articles published in the last 5 years, meaning that we may have missed articles published earlier. Given that all articles meeting inclusion criteria were published after 2012, this is unlikely. Moreover, because of the rapidly changing nature and popularity of Internet-based technology, what may have been relevant and effective over 5 years ago may be outdated today.

Conclusions

Hispanics are at increased risk for poor health outcomes, such as obesity, diabetes, and HIV/AIDS. Given that Hispanics are among the leading users of social media in the United States, there is an opportunity to use this technology for health interventions. Although a relatively new field, use of social media is quickly growing and a diverse array of target populations and health topics have been studied. To date, most publications are descriptive in nature and the full potential of social media–driven interventions for affecting health behavior change has yet to be fully realized in the Hispanic population.
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**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSM</td>
<td>men who have sex with men</td>
</tr>
<tr>
<td>SMS</td>
<td>short message service, commonly referred to as “text messaging”</td>
</tr>
<tr>
<td>SNS</td>
<td>social networking site</td>
</tr>
</tbody>
</table>
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Abstract

Background: Owing to their low prevalence, single rare conditions are difficult to monitor through current state passive and active case ascertainment systems. However, such monitoring is important because, as a group, rare conditions have great impact on the health of affected individuals and the well-being of their caregivers. A viable approach could be to conduct passive and active case ascertainment of several rare conditions simultaneously. This is a report about the feasibility of such an approach.

Objective: To test the feasibility of a case ascertainment system with passive and active components aimed at monitoring 3 rare conditions simultaneously in 3 states of the United States (Colorado, Kansas, and South Carolina). The 3 conditions are spina bifida, muscular dystrophy, and fragile X syndrome.

Methods: Teams from each state evaluated the possibility of using current or modified versions of their local passive and active case ascertainment systems and datasets to monitor the 3 conditions. Together, these teams established the case definitions and selected the variables and the abstraction tools for the active case ascertainment approach. After testing the ability of their local passive and active case ascertainment system to capture all 3 conditions, the next steps were to report the number of cases detected actively and passively for each condition, to list the local barriers against the combined passive and active case ascertainment system, and to describe the experiences in trying to overcome these barriers.

Results: During the test period, the team from South Carolina was able to collect data on all 3 conditions simultaneously for all ages. The Colorado team was also able to collect data on all 3 conditions but, because of age restrictions in its passive and active case ascertainment system, it was able to report few cases of fragile X syndrome. The team from Kansas was able to collect data only on spina bifida. For all states, the implementation of an active component of the ascertainment system was problematic. The passive component appears viable with minor modifications.

Conclusions: Despite evident barriers, the joint passive and active case ascertainment of rare disorders using modified existing surveillance systems and datasets seems feasible, especially for systems that rely on passive case ascertainment.

(JMIR Public Health Surveill 2016;2(2):e151) doi:10.2196/publichealth.5516

http://publichealth.jmir.org/2016/2/e151/
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Introduction

Methods for Surveillance of Rare Conditions
Surveillance is used to gather data and knowledge that can be used to identify and control a health problem or to improve a public health program or service [1]. Birth defects monitoring programs, which focus primarily on identifying diagnosed cases, have widely used passive systems that gather data from administrative data such as hospital discharge records and administrative records from public insurers [2]. However, these systems can both over- and underestimate the actual prevalence of conditions, because coding for billing purposes is not always accurate or complete [3-5].

Active case ascertainment methods are considered the “gold standard” in public health surveillance [6]. These methods involve trained coders collecting data directly from medical providers, health service providers, and educational institutions to identify cases. The biggest challenge for using these methods is locating people with any of the conditions of interest within a designated geographic area [7]. Thus, population-based approaches must actively review records from diverse sources (eg, inpatient and outpatient settings, rehabilitation services, disability-specific programs, schools) [8].

Rare conditions such as spina bifida, fragile X syndrome, and muscular dystrophy can be especially difficult to monitor. Among these 3 conditions, only spina bifida is recognizable at birth and more easily included in state-based birth defects monitoring systems. The other 2 conditions—fragile X syndrome and muscular dystrophy—are not apparent in the early days of life and no laboratory test or biomarker is commonly used to screen newborns for these conditions. Instead, fragile X syndrome and muscular dystrophy are often identified during early childhood after parents and primary care providers note developmental or motor deficits. Both conditions require monitoring systems. The other 2 conditions—fragile X syndrome and muscular dystrophy—are not apparent in the early days of life and no laboratory test or biomarker is commonly used to screen newborns for these conditions. Instead, fragility X syndrome and muscular dystrophy are often identified during early childhood after parents and primary care providers note developmental or motor deficits. Both conditions require specific genetic tests to confirm their diagnosis; however, this usually occurs in an outpatient setting and does not require hospitalization. Thus, the data sources for passive surveillance of these conditions need to be extended not only to genetic laboratories but also to specialty care clinics where diagnosis is confirmed typically after multiple visits [9-11].

Spina Bifida
Spina bifida occurs when the neural tube fails to close properly during fetal development [12-14]. The incidence of spina bifida detected at birth (namely, meningocele and myelomeningocele) decreased from approximately 2.5/10,000 (95% CI 2.3-2.7) in 1992 to 2.0/10,000 (95% CI 1.9-2.1) in 2001. The National Birth Defects Prevention Network estimated the prevalence of spina bifida (without hydrocephaly) was 3.5/10,000 live births (95% CI 3.31-3.68) [14].

Muscular Dystrophy
Muscular dystrophies are a group of genetic diseases characterized by progressive skeletal muscle degeneration and weakness [15]. Although more than 30 forms of muscular dystrophy have been identified, there are 9 major forms [16]. The most common muscular dystrophies, Duchenne muscular dystrophy and Becker muscular dystrophy, together have an estimated prevalence of 1.38/10,000 males aged 5 to 24 years [16]. Other major forms (eg, distal, Emery-Dreifuss) each have a prevalence of 1 to 2 per 100,000 [17,18].

Fragile X Syndrome
Fragile X syndrome results from a mutation in the fragile X mental retardation 1 gene, FMR1, on the X chromosome [19]. Impairment severity can range from relatively mild learning disabilities to moderate intellectual disability and autism or “autistic-like” behaviors. Approximately 1 in 3600 to 4000 males and 1 in 4000 to 6000 females is born with the full mutation for fragile X. The vast majority of males and about 50% of females with the full mutation will have fragile X syndrome [19-21].

Importance of Surveillance of These 3 Rare Conditions
These conditions have low prevalence but a great impact on long-term disability, mortality, cost, and caregiver stress [12,22,23]. Obtaining a better estimate of state prevalence is a necessary starting point for assessing the impact. Such tracking requires the following: a flexible population scope (eg, specific to infants and young children); expansion of data sources (eg, health care specialists and tertiary medical centers); and labor-intensiveness (eg, data abstracted from a large number of health care practices).

Spina bifida, muscular dystrophy, and fragile X syndrome were chosen for this feasibility study because (1) they are all low incidence conditions with high health and economic impact; (2) they encompass a wide range of etiological, physical, and cognitive symptoms; (3) they represent various degrees of difficulty for passive and active case ascertainment; (4) public and private organizations have long-standing active research programs and data collections on these 3 conditions; and (5) the US Congress has provided special funding to monitor and study these 3 conditions [24-27].

The low prevalence of rare disorders makes impractical the development of a separate passive and active case ascertainment system for each condition but lends itself to a combined case ascertainment system that would monitor several conditions at once. Such an integrated passive and active case ascertainment system could serve as a model for other low prevalence and high-impact conditions. Simultaneous passive and active case ascertainment of rare conditions may lead to public health interventions that improve the health of a sizable segment of the population affected by these conditions. Thus, the purpose of this paper is to report on the feasibility of developing a rare conditions passive and active case ascertainment system that simultaneously monitors spina bifida, muscular dystrophy, and fragile X syndrome within a state. In each of the 3 states in which this work was undertaken, objectives were to (1) assess the ability of the local passive and active case ascertainment systems to capture the 3 rare disorders, (2) capture preliminary
state prevalence estimates of the conditions, and (3) discover barriers and facilitators to such implementation. Findings can provide lessons for future rare conditions passive and active case ascertainment activities in states with similar systems to these.

**Methods**

**Justification of States Included in the Study**

The design of this feasibility study required that the states included were at varying levels of readiness toward implementing a rare conditions passive and active case ascertainment program. The state teams were selected by the study team, based on knowledge of states with disability epidemiologists and their understanding of data capability. States were also selected so that they roughly conformed to one each on the high, medium, and lower levels of passive and active case ascertainment sophistication. Colorado (high) and South Carolina (medium) were selected because of their established and state-supported birth defects passive and active case ascertainment system and, in the case of South Carolina, other integrated data system capacities. Kansas (low) was selected because it was home to a disability epidemiologist who had published articles using the Medicaid system to analyze disability and health issues. The approach in each state was to identify existing passive and active case ascertainment systems and data sources that could be expanded to implement a more comprehensive system within 2 years. The 2-year duration was chosen to allow up to 1 year for the assessment of current passive and active case ascertainment systems, standardization of case definitions, and selection of variables for the active case ascertainment component; and an additional year to test the feasibility of modestly enhancing the existing systems to assess what is feasible and to compare the three systems. Within each state, systems were compared by (1) using data from the active system to assess the accuracy of cases identified in the passive system and (2) capture-recapture methodology to get estimates of the prevalence of the 3 conditions.

The first step was to document how states varied in their different resources, approaches, and levels of experience in conducting passive and active case ascertainment. Table 1 compares passive and active case ascertainment programs in the 3 states [28,29]. The same sources and variables were searched and assessed for all 3 conditions.

Colorado has a mature, state-mandated, birth defects surveillance system in the health department, which requires reporting up to age 3 years. This system conducts active case finding through administrative data sources and it includes reports of spina bifida that mirror expected prevalence. Colorado also has a Centers for Disease Control and Prevention (CDC)–funded muscular dystrophy surveillance program (Muscular Dystrophy Surveillance, Tracking, and Research Network; MD STARnet) that uses active surveillance in neuromuscular clinics to identify childhood-onset cases. The MD STARnet system had been ongoing for 10 years at the beginning of our project. The challenge for Colorado was to identify cases of fragile X syndrome, because there had only been a few cases reported in the past decade. Fragile X syndrome is an inherited cause of intellectual disability, which is not apparent at birth. When intellectual disability is diagnosed in a child, a genetic diagnostic examination is needed to make the fragile X syndrome diagnosis; thus, in many cases this is not done before the child’s third birthday. The fact that Colorado only had a few cases of fragile X syndrome reported before the onset of the project suggests that even established birth defects systems need expanded authority through their legislature to collect information about people who are older than 3 years. The Colorado passive and active case ascertainment system needs to pursue sources of reporting, such as the fragile X clinic in their state, if they want to conduct passive and active case ascertainment of rare conditions. South Carolina has a birth defects case ascertainment system that relies on active hospital record abstraction for spina bifida and other early identifiable birth defects. This system had been collecting cases of spina bifida at the prevalence rate that was expected. South Carolina also has a well-established administrative data system that allows linkage among a large number of public insurance, vital records, and state service agency secondary data sources. This system was available for passive ascertainment. The South Carolina project developed an active surveillance system in 5 counties to compare the active and passive ascertainment of the 3 conditions. Kansas, likewise, has a birth defects surveillance system housed in the health department that primarily relied on birth certificate reporting of birth defects. This system has a passive case ascertainment component and no active case ascertainment component. Thus, the challenge for Kansas was to develop a small, active, case ascertainment component for this project.

During the first year of this 2-year project the teams from Colorado and South Carolina began with the identification of existing data sources. The Kansas team spent the first year cataloging features they could use from the other 2 states that had well-developed passive and active case ascertainment systems, investigating the capacity of local chapters of parent advocacy organizations for each condition, and conducting an extensive literature review. The Kansas team worked with the South Carolina and Colorado health departments to obtain information about policies and procedures related to existing passive and active case ascertainment systems, particularly on birth defects monitoring programs.

Together, the teams from the 3 states established uniform case definitions (including International Classification of Diseases, Ninth Revision, or ICD-9 codes and other required elements), variable definitions, and data abstraction tools for the active case ascertainment approach. The codes used in the 3 states are listed in Table 2. South Carolina and Kansas completed institutional review board (IRB) reviews that were needed because an active case ascertainment system that covered all ages was being used for this project, and this expanded an existing state statutory system.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Colorado</th>
<th>South Carolina</th>
<th>Kansas</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>State characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legislative authority</td>
<td>CRS(^a) 25-1.5-101 to 25-1.5-105; enacted in 1985</td>
<td>A281,R308,H4115; enacted in 2004</td>
<td>KSA(^b) 65-1241 to 65-1246; enacted in 2004</td>
</tr>
<tr>
<td>Location</td>
<td>Department of Health: Epidemiology and Environment</td>
<td>Department of Health: Maternal and Child Health</td>
<td>Department of Health: Vital Statistics, Maternal and Child Health</td>
</tr>
<tr>
<td>Characterization of the passive and active case ascertainment system</td>
<td>Mostly passive</td>
<td>Passive and active</td>
<td>Passive only</td>
</tr>
<tr>
<td><strong>Data characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data sources</td>
<td>Case ascertainment (active, passive); vital records (birth, death, and fetal death certificates); state-based registries; delivery hospitals; pediatric and tertiary care hospitals; genetic laboratories; genetic counseling services; genetic clinics; physician reports.</td>
<td>Case ascertainment (active); vital records (birth, death, fetal death, and elective termination certificates); state-based registries; delivery hospitals; pediatric and tertiary hospitals; prenatal diagnosis facilities; genetic laboratories; genetic counseling services; genetic clinics; physician reports; passive sources; Medicaid; hospital discharges; state health plan claims; Department of Disabilities and Special Needs.</td>
<td>Case ascertainment (passive); vital records (birth and fetal death certificates); state-based registries; physician reports.</td>
</tr>
<tr>
<td>Time frame—years covered for passive case ascertainment</td>
<td>SB(^c): 2010-12</td>
<td>SB: 1996-2012</td>
<td>SB: 1979-2013</td>
</tr>
<tr>
<td></td>
<td>FXS(^e): 2007-2012</td>
<td>FXS: 1996-2012 (secondary data with code)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FXS: 2007-12</td>
<td>FXS: 2013-2014 (for prevalent cases)</td>
<td></td>
</tr>
<tr>
<td>Age range covered, years</td>
<td>0-3 (SB, FXS); 0-28 (MD)</td>
<td>No limit</td>
<td>No limit</td>
</tr>
<tr>
<td>Data sources for the active case ascertainment component in this project</td>
<td>Reascertainment and medical records.</td>
<td>Medical records (5 counties).</td>
<td>Medical records (1 county).</td>
</tr>
<tr>
<td>Clinical review for the passive component of this project</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Clinical review for the active component of this project</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Barriers to implementation</td>
<td>Not enough time to change the age of reporting FXS from 3 to 10 years.</td>
<td>The active component could be labor intensive.</td>
<td>Limited availability and interconnection of data sources.</td>
</tr>
</tbody>
</table>

\(^a\)CRS: Colorado Revised Statutes.

\(^b\)KSA: Kansas Statutes Annotated.

\(^c\)SB: spina bifida.

\(^d\)MD: muscular dystrophy.

\(^e\)FXS: fragile X syndrome.
The teams assessed the status of statewide data sources for rare conditions passive and active case ascertainment in their respective states. All 3 states have birth defects registries that obtain data from birth certificates. Colorado and South Carolina queried electronic administrative data sources, including hospital and emergency department encounters, physician office visits, all of which include codes for conditions, services, and charges, as well as death records.

During the second year the states carried out both active and passive case ascertainment, documented barriers and challenges as they arose, and made tentative estimations of the prevalence of spina bifida, muscular dystrophy, and fragile X syndrome in each state.

Methods by State

Each state’s methodology was based on its readiness for combined passive and active case ascertainment, the organization that led the project, the type of available data, and the answers to unanticipated barriers to the implementation of the passive and active case ascertainment system. The Guidelines for Conducting Birth Defects Surveillance [24] was the document that set the standards for operations in both Colorado and South Carolina and it was used to establish activities during this feasibility project.

Colorado

The Colorado Department of Public Health and Environment has a sophisticated, mainly passive, birth defects case ascertainment system that interfaces with some administrative data sources. The state has more than 20 years of surveillance data collection, under statutory authority, on a large array of childhood conditions, which include active case ascertainment data for muscular dystrophy and spina bifida.

Colorado’s Approach to Passive Case Ascertainment for Persons With Fragile X Syndrome, Spina Bifida, and Muscular Dystrophy

Colorado Responds to Children with Special Needs (CRCSN) is the program in charge of birth defects monitoring and prevention in the state. This program used case reports from multiple external sources to ascertain cases of each of the 3 conditions of interest among children from birth to age 3 years, for all cases meeting criteria. Case reports were entered into a transitional computer program that prepared the case for further processing before being posted to a core database. All case reports went through an extensive search and/or match process that linked cases to a unique identifier.

Colorado has participated in a number of CDC-funded surveillance efforts that have enhanced its data collection processes. For example, CRCSN collected data on children with spina bifida up to age 3 years through the CDC-funded Rapid Ascertainment project that uses a passive registry followed by a reascertainment and medical record review as confirmation for all live births [30]. Colorado has also participated in the CDC-funded MD STARnet program since it began surveillance for Duchenne and Becker muscular dystrophies in 2002 [31]. Recently, MD STARnet was expanded to include 7 additional types of muscular dystrophy. CRCSN has collected information on fragile X syndrome since 1994, through its passive Birth Defects Monitoring system, but only a few cases were reported in recent years. As part of this feasibility passive and active case ascertainment effort the Colorado project staff met with the director of the fragile X clinic at Children’s Hospital Colorado in an effort to expand the passive ascertainment and explore the possibility of conducting a medical record review to identify persons for whom a genetics laboratory confirmation was available. This contact was necessary to inform the director of the clinic’s responsibility to report children younger than 3 years with fragile X syndrome to the CRCSN system.

Colorado’s Approach to Active Case Ascertainment of Persons With Fragile X Syndrome, Spina Bifida, and Muscular Dystrophy

The CRCSN staff established specific guidelines for each case definition, which required the number of times a diagnosis is reported, the number of reporting sources, and the use of International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) diagnosis and procedure codes. The CRCSN did not implement an active case ascertainment system per se; instead, it supplemented the passive system with rigorous reascertainties and medical record reviews by physicians of all spina bifida cases and some muscular dystrophy cases. Before this feasibility project, this approach was not used for cases of fragile X syndrome.

CRCSN has developed a multistep approach to monitor data sources, specific diagnoses, over- and under-ascertainment, and
problematic code assignment issues. Its data quality validation procedure includes computerized and manual approaches (computer screen review of case records, medical records review of selected cases, and clinical consultation when difficulties were identified). Additionally, two levels of clinical reviews are used for diagnosis: (1) staff level (to identify problems in report date, source of diagnosis, site of the encounter, and ICD-9-CM codes); (2) medical specialist level (to review the medical records and other relevant information to verify the diagnosis).

**South Carolina**

In this state, faculty from the University of South Carolina School of Public Health and the Medical University of South Carolina partnered with the South Carolina Department of Health and Environmental Control (DHEC) to complete this project. The active case ascertainment was conducted by the DHEC and the data utilized for the passive case ascertainment system was housed within the Revenue and Fiscal Affairs (RFA) agency. The RFA has agreements with state agencies and organizations to store data, although each data source retains control of the data at all times. Thus, RFA facilitated the development of written agreements with each agency and organization that potentially had data elements that could be used for this project. For unidentified data projects, including this rare conditions passive and active case ascertainment effort, the RFA uses an algorithm that relies on source-specific personal identifiers to create a global unique identifier. The data are edited and standardized before being run through the search algorithm. The global unique identifier is not associated with any personal identifier and is used on all subsequent episodes of services, regardless of data source or service provider. Using the unique global identifier enables staff to use data across multiple providers while protecting confidentiality. The investigators of the rare conditions passive and active case ascertainment system included one RFA staff member, a health department investigator, and university investigators.

**South Carolina’s Approach to Passive Case Ascertainment of Persons With Fragile X Syndrome, Spina Bifida, and Muscular Dystrophy**

All persons with an ICD-9-CM primary or secondary diagnosis code for fragile X syndrome, spina bifida, or muscular dystrophy were identified from Medicaid, the Hospital Discharge Dataset, and the claims from the State Health Plan that insures all government workers and their families (Table 2). The South Carolina DHEC Birth Defects Monitoring Program was used to identify cases of spina bifida. For all 3 conditions, death certificate records were used to identify unique cases from previous periods. These cases occur if people received care out of state or if they did not have their condition diagnosis included when they were seen in the medical care system. These cases were identified by International Classification of Diseases, Tenth Revision, (ICD-10) cause-of-death codes for fragile X syndrome, spina bifida, and muscular dystrophy from the South Carolina DHEC. For fragile X syndrome and muscular dystrophy, South Carolina also identified cases through the Department of Disabilities and Special Needs, the agency that provides support and services to people with disability.

**South Carolina’s Approach to Active Case Ascertainment of Persons With Fragile X Syndrome, Spina Bifida, and Muscular Dystrophy**

South Carolina DHEC established an active case ascertainment component for citizens of all ages with rare conditions in 5 South Carolina counties for this project, after IRB approval. After cases were reported to the South Carolina DHEC Birth Defects Monitoring Program by the physician practices, a registered nurse abstractor traveled to each practice to abstract relevant data (ie, basic diagnosis and demographic information; sufficient but less rigorous than the Colorado MD STARnet protocol for muscular dystrophy) from medical records of those who had received treatment in a clinic, hospital, or practice located in those 5 counties. The data were then entered into an Epi Info [32] data system for compilation, output into an SAS [33] file for editing, linking with passive data, and analysis.

**South Carolina’s Approach to Merging the Passive and Active Systems**

At the conclusion of active data collection for the 5 designated counties, the data from the passive case ascertainment system and the active case ascertainment system were linked and analyzed at RFA. The data collected through the passive system were compared with the data from the active case ascertainment system to test the accuracy and completeness of the passive system. Non-RFA investigators were provided with aggregate reports.

**Kansas**

Congenital anomalies have been recorded in Kansas birth certificates since 1979 and since 1982, Kansas has had, under administrative regulations, a limited set of passive case ascertainment activities for these anomalies [28]. In 2004, the Kansas legislature issued the statutes for the creation of the Birth Defects Information System (BDIS) with the aim of collecting information on congenital anomalies and other birth abnormalities among children younger than 5 years [28]. Currently, the BDIS includes an interface between a birth defects database and a Web-based application from the program Children and Youth with Special Health Care Needs, along with relevant variables from the Vital Statistics Integrated Information System. Thirteen anomalies are currently listed in the birth certificates and reported to the BDIS [28].

**Kansas’ Approach to Passive Case Ascertainment for Persons With Fragile X Syndrome, Spina Bifida, and Muscular Dystrophy**

Given the strong reliance of the BDIS on birth certificates and because spina bifida is the only one of the 3 conditions included in this report that is diagnosed at birth, the Kansas team developed a passive case ascertainment plan just for spina bifida. First, the team identified cases of spina bifida using ICD-9-CM codes (see Table 2) in a Medicaid claims database. Then, relevant individual information from these cases was merged with individual information from the BDIS. Finally, the individual data were deduplicated and aggregated to obtain the count of spina bifida cases in the state.
Kansas’ Approach to Active Case Ascertainment for Persons With Fragile X Syndrome, Spina Bifida, and Muscular Dystrophy

For the active case ascertainment component, the Kansas team mailed a letter to pediatricians, neurologists, and spina bifida clinics in one county (Sedgwick) in Kansas asking them to report all of their cases of spina bifida, under authority of the Kansas Birth Defects Act (KSA 65-1241 through 65-1246). Sedgwick County, including the city of Wichita, is a large county, including 17.5% of the state’s total population [34]. For professional medical record abstraction, eligible medical records were sent to the Kansas Foundation for Medical Care (KFMC), a state not-for-profit organization that has served as the state’s External Quality Review Organization and information technology resource in the state. Additionally, KFMC provided advice on data aggregation.

Kansas’ Approach to Merging the Passive and the Active Case Ascertainment Systems

When the active component of the project was completed, KFMC shared the active case ascertainment dataset with the Kansas team. These data were merged with the passive dataset to identify the cases that were common between both datasets.

Results

Findings by State

Within the 2-year period allocated to this project, the South Carolina team was able to use the passive and active case ascertainment capabilities of the state to assemble a passive and active case ascertainment system, with both passive and active components, to simultaneously detect spina bifida, muscular dystrophy, and fragile X syndrome. The active component of the South Carolina team, however, was limited to 5 counties. The Colorado team supplemented their extensive passive system with reascertainment and clinical review of the cases; however, because of age restrictions in reporting, this team was able to detect only a handful of cases of fragile X syndrome. The Kansas team was able to assemble a case ascertainment system with passive and active components, but only for 1 condition, spina bifida, and the active component of this system was limited to 1 county.

On the basis of cases found, the teams calculated number and prevalence for their respective states. These estimates are tentative, not comparable in any way from one state to the other, and certainly not comparable to published estimates calculated with more rigorous methods. Table 3 presents the data collected in the 3 states, collected for spina bifida, muscular dystrophy, and fragile X syndrome. The racial composition of cases in the 3 states differed substantially, but this composition follows the underlying population of each state. In 2014, a total of 66% of the South Carolina population was white, 27% black, and 5% Hispanic, and the cases of spina bifida and muscular dystrophy reflect this pattern. The cases of fragile X syndrome are 47% white for active and 54% for passive. In Colorado and Kansas, there were high proportions of missing data or “other” racial groups noted. The male to female ratio for spina bifida was not consistent across the 3 areas. More females than males were identified in South Carolina and more males than females were identified in both Colorado and Kansas. The higher proportion of male cases identified with muscular dystrophy and fragile X syndrome in Colorado and South Carolina (muscular dystrophy only) reflects the fact that these 2 conditions have genetic X-linked inheritance.

Table 4 presents the rates of spina bifida, muscular dystrophy, and fragile X syndrome identified in this pilot project. In Colorado, the rate for spina bifida was 3.35/10,000 for those younger than 3 years, for muscular dystrophy the rate was 1.29/10,000, and with only 6 identified cases of fragile X syndrome the rate was close to zero. The passive and active case ascertainment efforts in South Carolina were for all ages, so the denominator for South Carolina was the state population for passive case ascertainment and the all age population of 5 counties around the metropolitan areas of Columbia and Charleston for active case ascertainment. The South Carolina passive rates were substantially higher than active rates for spina bifida (2.16/10,000 for active and 12.15/10,000 for passive) and muscular dystrophy (3.28/10,000 for active and 6.84/10,000 for passive). For fragile X syndrome these rates were more similar, 1.20/10,000 for active and 1.65/10,000 for passive case ascertainment. In Kansas, for the one county used for active case ascertainment of spina bifida the rate was 0.86/10,000 and the passive rate was 3.04/10,000.
Table 3. Summary of data collected in a pilot project for a 3-state (Colorado, Kansas, South Carolina) public health passive and active case ascertainment system for 3 rare conditions (spina bifida, muscular dystrophy, and fragile X syndrome).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Coloradoa</th>
<th>South Carolina active</th>
<th>South Carolina passive</th>
<th>Kansas active</th>
<th>Kansas passive (statewide)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(64 counties)</td>
<td>(5 counties)</td>
<td>(46 counties)</td>
<td>(1 county)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Spina bifida, N</td>
<td></td>
<td>253 (2.8)</td>
<td>5872 (27.1)</td>
<td>...</td>
<td>882</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>...</td>
<td>73 (28.8)</td>
<td>1590 (27.1)</td>
<td>...</td>
<td>25 (2.8)</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>30 (...</td>
<td>138 (54.5)</td>
<td>3628 (61.8)</td>
<td>21 (...)</td>
<td>296 (33.6)</td>
</tr>
<tr>
<td>Hispanic and others</td>
<td>28 (...)</td>
<td>42 (16.6)</td>
<td>654 (11.1)</td>
<td>19 (...)</td>
<td>561 (63.6)</td>
</tr>
<tr>
<td>Male</td>
<td>36 (61.0)</td>
<td>112 (44.3)</td>
<td>2266 (38.6)</td>
<td>26 (59.1)</td>
<td>392 (55.6)</td>
</tr>
<tr>
<td>Female</td>
<td>10 (16.9)</td>
<td>141 (55.7)</td>
<td>3606 (61.4)</td>
<td>18 (40.9)</td>
<td>490 (44.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>13 (22.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth year, range and 95% CI</td>
<td></td>
<td>Range 2010-2012</td>
<td>95% CI 1982-2014</td>
<td>95% CI 1958-1998</td>
<td>Range 1971-2013</td>
</tr>
<tr>
<td>Muscular dystrophyb, N</td>
<td>689</td>
<td>384</td>
<td>3305</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>16 (2.3)</td>
<td>75 (19.5)</td>
<td>805 (24.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>379 (55.0)</td>
<td>262 (68.2)</td>
<td>1998 (60.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic and others</td>
<td>294 (42.7)</td>
<td>47 (12.2)</td>
<td>502 (15.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>444 (64.4)</td>
<td>258 (67.2)</td>
<td>1707 (51.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>245 (35.6)</td>
<td>126 (32.8)</td>
<td>1598 (48.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth year, range and mean (SD)</td>
<td></td>
<td>1992-2011</td>
<td>1973 (23)</td>
<td>1969 (24)</td>
<td></td>
</tr>
<tr>
<td>Fragile X syndrome, N</td>
<td>6</td>
<td>141</td>
<td>795</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>57 (40.4)</td>
<td>286 (36.0)</td>
<td>343 (45.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>66 (46.8)</td>
<td>433 (54.5)</td>
<td>76 (9.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic and others</td>
<td>18 (12.7)</td>
<td>516 (64.9)</td>
<td>53 (37.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>88 (62.4)</td>
<td>279 (35.1)</td>
<td>2007-2012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>53 (37.6)</td>
<td>1981 (19)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a*Colorado did not implement an active case ascertainment system per se; instead, it supplemented the passive system with reascertainties and medical record reviews of all spina bifida cases and some muscular dystrophy cases.

*b*Ellipses indicate that the cells contain less than 5 individuals; owing to confidentiality concerns, the exact number has been suppressed.

*c*South Carolina and Colorado differed in the rigor of the active case ascertainment. Colorado, as part of Centers for Disease Control and Prevention’s Muscular Dystrophy Surveillance, Tracking, and Research Network (MD STARnet), used a very thorough protocol for active case ascertainment. South Carolina was less intensive, recording fewer key variables. Both recorded counts for the 9 major forms of muscular dystrophy. Kansas did not collect data on Muscular Dystrophy or Fragile X.
The Colorado team reported no major problems implementing this project as they already actively ascertained or reascertained from passive reports the cases of muscular dystrophy and spina bifida. The limited time for this project (2 years) did not allow Colorado to officially request approval from the state legislature to change the age of reporting for fragile X syndrome from 3 to 10 years, as has been done with autism and fetal alcohol syndrome. Therefore, Colorado did not have any prevalent cases of fragile X syndrome to report and only 6 incident cases.

The major barrier to implementing a combined passive and active case ascertainment system for rare disorders in South Carolina is cost. Passive data sources are readily available and the active case ascertainment system is a natural extension of the ongoing DHEC Birth Defects Monitoring Program; however, the incremental cost of expanding active case ascertainment can be substantial. For this project, a full-time registered nurse with previous active case ascertainment experience was hired. The costs for the project included her salary and fringe benefits, training and travel, the customary clinical review of cases found, and the storage and protection of data. Finally, the utility of identifying and monitoring new cases needs to be justified with clear benefits for the patients and their caregivers.

In Kansas, the BDIS relies heavily on data from birth certificates with the age of 5 years being the limit for reporting genetic or congenital conditions [28,29]. The monitoring of conditions that are detectable long after birth under such constraints, such as fragile X syndrome and muscular dystrophy, could be challenging. After limiting the test to spina bifida, a major policy barrier surfaced. The Kansas law that created BDIS also made the records contained in this system strictly confidential and disclosable only by court order. Public disclosure is only allowed in summary or aggregated formats (law identified in Table 1); therefore, merging, matching, and analyzing the data had to be performed in situ by team members affiliated with the Kansas Department of Health and Environment.

To facilitate data sharing regarding medical records, the Kansas team contacted KFMC to perform medical record abstraction for this project. The KFMC has an established and credible relationship with health care providers in Kansas and recently partnered with the Kansas Department of Health and Environment to complete a record review project on their behalf. However, even with this established relationship and the state law, there was a limited response from providers to participate in the active component.

Discussion

This passive and active case ascertainment project was carried out to test the feasibility of establishing rare conditions passive and active case ascertainment systems for more than one condition at a time in states with varying levels of existing infrastructure. Having states at various stages of readiness for passive and active case ascertainment in this project allows for the identification of factors that may facilitate or impede the development of such systems.

The approach was to first assess the existing birth defects monitoring system in all 3 states, and then to identify additional processes that could be used to implement an ongoing rare conditions passive and active case ascertainment system. This project was not designed to compare active with passive case ascertainment; rather, it was designed to assess the feasibility of combining both types of case ascertainment systems to increase the yield of cases. The early steps for this project were successful: separately, all teams from the 3 states identified local data sources and determined the data elements to be collected. Together, the teams worked on the standardization of variable definitions to make the results comparable across systems and states. The definitions of the variables and their connections to the data sources were precisely documented to assure accurate replication.

This feasibility exercise helped us better understand the ways that states approach passive and active case ascertainment. Some states, like South Carolina and Colorado, have legal authority and ample experience monitoring birth defects. These 2 states use a variety of data sources for their passive and active case ascertainment systems, but active case ascertainment of rare diseases relies on obtaining funding through national programs.

### Barriers to Implementation

The Colorado team reported no major problems implementing this project as they already actively ascertained or reascertained from passive reports the cases of muscular dystrophy and spina bifida. The limited time for this project (2 years) did not allow Colorado to officially request approval from the state legislature to change the age of reporting for fragile X syndrome from 3 to 10 years, as has been done with autism and fetal alcohol syndrome. Therefore, Colorado did not have any prevalent cases of fragile X syndrome to report and only 6 incident cases.

The major barrier to implementing a combined passive and active case ascertainment system for rare disorders in South Carolina is cost. Passive data sources are readily available and the active case ascertainment system is a natural extension of the ongoing DHEC Birth Defects Monitoring Program; however, the incremental cost of expanding active case ascertainment can be substantial. For this project, a full-time registered nurse with previous active case ascertainment experience was hired. The costs for the project included her salary and fringe benefits, training and travel, the customary clinical review of cases found, and the storage and protection of data. Finally, the utility of identifying and monitoring new cases needs to be justified with clear benefits for the patients and their caregivers.

In Kansas, the BDIS relies heavily on data from birth certificates with the age of 5 years being the limit for reporting genetic or congenital conditions [28,29]. The monitoring of conditions that are detectable long after birth under such constraints, such as fragile X syndrome and muscular dystrophy, could be challenging. After limiting the test to spina bifida, a major policy barrier surfaced. The Kansas law that created BDIS also made the records contained in this system strictly confidential and disclosable only by court order. Public disclosure is only allowed in summary or aggregated formats (law identified in Table 1); therefore, merging, matching, and analyzing the data had to be performed in situ by team members affiliated with the Kansas Department of Health and Environment.

To facilitate data sharing regarding medical records, the Kansas team contacted KFMC to perform medical record abstraction for this project. The KFMC has an established and credible relationship with health care providers in Kansas and recently partnered with the Kansas Department of Health and Environment to complete a record review project on their behalf. However, even with this established relationship and the state law, there was a limited response from providers to participate in the active component.

### Discussion

This passive and active case ascertainment project was carried out to test the feasibility of establishing rare conditions passive and active case ascertainment systems for more than one condition at a time in states with varying levels of existing infrastructure. Having states at various stages of readiness for passive and active case ascertainment in this project allows for the identification of factors that may facilitate or impede the development of such systems.

The approach was to first assess the existing birth defects monitoring system in all 3 states, and then to identify additional processes that could be used to implement an ongoing rare conditions passive and active case ascertainment system. This project was not designed to compare active with passive case ascertainment; rather, it was designed to assess the feasibility of combining both types of case ascertainment systems to increase the yield of cases. The early steps for this project were successful: separately, all teams from the 3 states identified local data sources and determined the data elements to be collected. Together, the teams worked on the standardization of variable definitions to make the results comparable across systems and states. The definitions of the variables and their connections to the data sources were precisely documented to assure accurate replication.

This feasibility exercise helped us better understand the ways that states approach passive and active case ascertainment. Some states, like South Carolina and Colorado, have legal authority and ample experience monitoring birth defects. These 2 states use a variety of data sources for their passive and active case ascertainment systems, but active case ascertainment of rare diseases relies on obtaining funding through national programs.

### Table 4. Prevalence rates of spina bifida, muscular dystrophy, and fragile X syndrome in the 3 states, based on reference population.

<table>
<thead>
<tr>
<th>Measure</th>
<th>South Carolina</th>
<th>Colorado</th>
<th>Kansas</th>
</tr>
</thead>
<tbody>
<tr>
<td>State and subarea population used for rate calculation (2014)</td>
<td>4,832,482 state population for passive</td>
<td>176,169 state younger than 3 years</td>
<td>2,904,021 state population for passive</td>
</tr>
<tr>
<td>Rate of spina bifida</td>
<td>2.16/10,000 active</td>
<td>3.35/10,000 younger than 3 years</td>
<td>0.86/10,000 active</td>
</tr>
<tr>
<td>Rate of muscular dystrophy</td>
<td>3.28/10,000 active</td>
<td>1.29/10,000</td>
<td>N/A</td>
</tr>
<tr>
<td>Rate of fragile X syndrome</td>
<td>1.20/10,000 active</td>
<td>0.01/10,000</td>
<td>N/A</td>
</tr>
</tbody>
</table>

- The 5 South Carolina counties for active case ascertainment are as follows: Berkeley, Dorchester, Charleston, Lexington, and Richland.
- Only 1 Kansas county was included in active case ascertainment.
- N/A: not applicable.
such as MD STARnet. In fact, after completion of this project, South Carolina was able to apply and get funding to join the national MD STARnet network. On the other hand, for other states, such as Kansas, the birth defects monitoring may have limited data sources and the implementation of a passive and active case ascertainment system to monitor more than one rare condition at once with both passive and active components would be a major challenge. Thus, as has been seen with other passive and active case ascertainment systems, funding through national networks or advocacy foundations appears to be the most viable approach to support the establishment of passive and active case ascertainment of rare conditions [35].

Because the purpose of the project was to assess the feasibility of establishing active and passive case ascertainment for rare conditions, we cannot guarantee the accuracy of the prevalence estimates; we have presented them here to provide reference for future work. Although the rates are not directly comparable because of state-to-state variations in data sources, prevalence of spina bifida was 2.16/10,000 people in South Carolina (active case ascertainment component), 3.35/10,000 in Colorado (passive case ascertainment component supplemented with case confirmations and clinical reviews), and 3.04/10,000 in Kansas (passive case ascertainment component; active case ascertainment resulted in limited follow-up). The prevalence of muscular dystrophy differed between South Carolina (3.28/10,000) and Colorado (1.29/10,000), although South Carolina used less rigorous criteria than the MD STARnet criteria and process [32] used by Colorado staff to define 9 forms of the condition. South Carolina was the only state able to test a combined passive and active case ascertainment approach for fragile X syndrome; the prevalence was 1.20/10,000 for active case ascertainment and 1.65/10,000 for passive case ascertainment.

The lessons learned have been valuable for the 3 states participating in this pilot project. Team participation and problem-solving approaches were excellent; however, state health departments will face obstacles if they seek to implement a combined passive and active case ascertainment system to simultaneously track rare disorders statewide. Although joint passive and active case ascertainment of rare disorders is feasible, only the passive component of case ascertainment seems to be readily available for use, even with limitations regarding data collection. The incorporation of the active component appears to be more of a long-term goal.
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Abstract

Background: We live in an era of explosive data generation that will continue to grow and involve all industries. One of the results of this explosion is the need for newer and more efficient data analytics procedures. Traditionally, data analytics required a substantial background in statistics and computer science. In 2015, International Business Machines Corporation (IBM) released the IBM Watson Analytics (IBMWA) software that delivered advanced statistical procedures based on the Statistical Package for the Social Sciences (SPSS). The latest entry of Watson Analytics into the field of analytical software products provides users with enhanced functions that are not available in many existing programs. For example, Watson Analytics automatically analyzes datasets, examines data quality, and determines the optimal statistical approach. Users can request exploratory, predictive, and visual analytics. Using natural language processing (NLP), users are able to submit additional questions for analyses in a quick response format. This analytical package is available free to academic institutions (faculty and students) that plan to use the tools for noncommercial purposes.

Objective: To report the features of IBMWA and discuss how this software subjectively and objectively compares to other data mining programs.

Methods: The salient features of the IBMWA program were examined and compared with other common analytical platforms, using validated health datasets.

Results: Using a validated dataset, IBMWA delivered similar predictions compared with several commercial and open source data mining software applications. The visual analytics generated by IBMWA were similar to results from programs such as Microsoft Excel and Tableau Software. In addition, assistance with data preprocessing and data exploration was an inherent component of the IBMWA application. Sensitivity and specificity were not included in the IBMWA predictive analytics results, nor were odds ratios, confidence intervals, or a confusion matrix.

Conclusions: IBMWA is a new alternative for data analytics software that automates descriptive, predictive, and visual analytics. This program is very user-friendly but requires data preprocessing, statistical conceptual understanding, and domain expertise.

(JMIR Public Health Surveill 2016;2(2):e157) doi:10.2196/publichealth.5810
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**Introduction**

Studies have shown that physicians tend to lack data analytical expertise, most likely due to insufficient training in statistics while in medical school or not using statistics on a regular basis [1,2]. Gigerenzer et al conclude that there is “collective statistical illiteracy” in health care today [3]. Moreover, there is evidence that teaching statistics to students outside of their health care specialty area has been relatively unsuccessful [4]. Contrasting, the need for data analytical expertise by health care personnel has grown exponentially, given the explosion of health care data in the past decade [5]. The situation is complicated by a lack of trained data scientists to analyze new data. According to McKinsey Global Institute, there will be a shortage of 140,000 to 180,000 data scientists by 2018 [6].

Therefore, new tools are needed to assist health care workers in analyzing health data. Clinicians and other health care workers would benefit from tools that could produce descriptive, predictive, and visual analytics more rapidly and easily than tools currently available in most analytical software packages and with little training required for users.

One new tool with potential benefit to health care workers is IBM Watson Analytics (IBMWA), introduced in 2015. Unlike the Watson that won Jeopardy in 2011, this platform is not based on cognitive computing; instead, it is based on a practitioner approach to using advanced statistics [7]. IBMWA is available in free, personal, and professional versions. An IBMWA Academic Program was also released in 2015 that provides free access to the professional version of the program for faculty and students, if used for noncommercial purposes [8].

In this paper, we will report on the features of IBMWA and discuss how this software subjectively and objectively compares with other data mining programs.

**Methods**

**Software Packages**

**IBM Watson Analytics**

IBM utilizes advanced statistics based on Statistical Package for the Social Sciences (IBM SPSS, IBM Corporation), and the statistical tests used are enumerated in Table 1 [7,9]. The available tests were chosen to provide analysis of nonparametric (nominal and ordinal) and parametric (interval and ratio) types of data. Statistical significance is presented with standard P values in addition to effect size.

The features available in the professional (and academic) versions are summarized in Table 2. IBMWA also provides access to additional data sources inherent in social media (such as Twitter feeds) and an enhanced ability to share datasets.

New features are added frequently. IBMWA has 4 basic sections: refine, explore, predict, and assemble that are described in the following paragraphs [7].

**Refine**

The refine section is used for data exploration and manipulation. This is a logical starting point to examine any dataset. Here, spreadsheet rows and columns are displayed. Attributes can be renamed, calculations can be embedded, and data can be placed in groups or hierarchies for subgroup analysis. Attributes can be organized into ascending or descending order, and a data score and percent missing data per column is displayed.

**Explore**

The explore section is used for descriptive analytics and is demonstrated in the next section. Using the natural language processing (NLP) function of Watson Analytics, a user can enter other questions in the search window. In addition to the map view, data can be represented in tree, heat, grid, area, bar, bubble, line, pie, and categorical charts. IBMWA recommends the optimal display type. The page can be saved for a dashboard, or shared via email, social media, or downloaded. In addition, a hyperlink can be created for the page for remote viewing.

**Predict**

The predict section is used for predictive analytics. The user selects the target attribute and IBMWA generates a predictive strength. For categorical targets, the predictive strength is the proportion of correct classifications, and for continuous targets it is 1-relative error. Data quality is rated at the top of the page with mention of any outliers, skewed distributions, and missing data. A user can request an analysis with a single factor, 2 factors, or all factors. The predict results can be saved and shared, similar to the explore function. Hyperlinked statistical details are available that provide the statistical test used, the statistical significance, and effect size.

**Assemble**

The assemble section allows for data visualization and dashboard creation. This function creates dashboards, infographics and slide shows by simply dragging and dropping data into the active panes. Multiple choices exist for users to have options for representing or displaying data [7].

**IBM Statistical Package for the Social Sciences**

SPSS is a comprehensive statistical package available in standard, professional, and premium versions. Table 3 outlines the features of the professional version [9]. The basic or standard SPSS software package provides a user-friendly, menu-driven approach for analyzing data without the need for programming skills or formula-driven guidelines, options for applying multiple analyses, and generating graphs and visuals to meet the needs of social science researchers with minimal statistical preparation skills. Unlike Microsoft Excel, SPSS provides a direct use and understanding of variables and analyses relative to research principles and interpretation options rather than a formula-driven and spreadsheet (location-dependent) approach to data analyses.
### Table 1. IBM Watson statistical tests.

<table>
<thead>
<tr>
<th>Statistical test</th>
<th>Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis of variance (ANOVA)</td>
<td>ANOVA tests mean differences among 2 or more groups and whether the mean target value varies across combinations of categories of 2 inputs; If the variation is significant, there is an interaction effect</td>
</tr>
<tr>
<td>Asymmetry index</td>
<td>Ratio of skewness to the standard error</td>
</tr>
<tr>
<td>Chi-square automatic interaction detector classification tree</td>
<td>Decision tree using chi-square for prediction</td>
</tr>
<tr>
<td>Chi-square automatic interaction detector regression tree</td>
<td>Decision tree using chi-square and regression for prediction</td>
</tr>
<tr>
<td>Chi-square tests</td>
<td>Using chi-square to compare frequencies in groups, independence, and marginal distributions</td>
</tr>
<tr>
<td>D’Agostino’s K-squared test of normality</td>
<td>Determines if normal distribution is present</td>
</tr>
<tr>
<td>Distribution test</td>
<td>Chi-square test compares conditional distributions with overall distribution</td>
</tr>
<tr>
<td>Fisher r-to-t test</td>
<td>Transforms Pearson’s r to t test for significance</td>
</tr>
<tr>
<td>High low analysis</td>
<td>Partitions categories into high or low groups for analysis</td>
</tr>
<tr>
<td>Influence test</td>
<td>Chi-square test determines whether the number of records in a group is significantly different from the expected frequency.</td>
</tr>
<tr>
<td>Model comparison test</td>
<td>Tests whether the key driver has an effect on the logistic regression</td>
</tr>
<tr>
<td>Paired samples r test</td>
<td>Dependent t test checks whether the means of 2 continuous fields are statistically different or if there is a change in means over time for one group</td>
</tr>
<tr>
<td>Unusually high or low analysis</td>
<td>Determines which categories or combinations of categories across categorical fields have unusually high or low target mean values</td>
</tr>
</tbody>
</table>

### Table 2. Features of IBM Watson Analytics Professional.

<table>
<thead>
<tr>
<th>Features</th>
<th>IBM Watson Analytics Professional</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum number of rows per dataset</td>
<td>10,000,000</td>
</tr>
<tr>
<td>Maximum number of columns per dataset</td>
<td>500</td>
</tr>
<tr>
<td>Input in .csv, .xls or .xlsx formats</td>
<td>Uploaded from PC, Dropbox, IBM Cognos, Box, and Microsoft OneDrive</td>
</tr>
<tr>
<td>Data connections</td>
<td>IBM Cognos BI server, IBM dash DB, IBM DB2, IBM SQL, Microsoft SQL server, MySQL, Oracle, and PostgreSQL</td>
</tr>
<tr>
<td>Storage</td>
<td>100 GB; can be increased in increments of 50 GB</td>
</tr>
</tbody>
</table>
Table 3. Features of SPSS.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core stats and graphics</td>
<td>Standard statistical tests for nominal, ordinal, interval, and ratio data</td>
</tr>
<tr>
<td>Integration with R and Python languages</td>
<td>Expands programmability involving additional languages</td>
</tr>
<tr>
<td>Multiple linear and mixed modeling</td>
<td>Analyze complex relationships</td>
</tr>
<tr>
<td>Nonlinear regression</td>
<td>Predictions on nonlinear data</td>
</tr>
<tr>
<td>Simulation modeling</td>
<td>Build risk models when inputs are uncertain</td>
</tr>
<tr>
<td>Geospatial analytics</td>
<td>Integrate and analyze time and location data</td>
</tr>
<tr>
<td>Customized tables</td>
<td>Analyze and report on numerical and categorical data</td>
</tr>
<tr>
<td>Charts, graphs, and mapping</td>
<td>Assist reporting capabilities</td>
</tr>
<tr>
<td>Missing value analysis</td>
<td>Address missing data, imputation, etc</td>
</tr>
<tr>
<td>Advanced data preparation</td>
<td>Identify data anomalies</td>
</tr>
<tr>
<td>Decision trees</td>
<td>Identify group relationships to predict future events</td>
</tr>
<tr>
<td>Forecasting techniques</td>
<td>Predict trends with time-series data</td>
</tr>
<tr>
<td>SPSS Text Analytics</td>
<td>This add-on complementary software package accompanies SPSS to provide</td>
</tr>
<tr>
<td></td>
<td>qualitative data analyses and visuals for quantitative data simultaneously</td>
</tr>
<tr>
<td></td>
<td>analyzed with SPSS</td>
</tr>
</tbody>
</table>

Table 4. Features of Microsoft Excel Analysis ToolPak.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis of variance (ANOVA)</td>
<td>Determines variance on single or multiple factors and mean differences among 2 or more groups</td>
</tr>
<tr>
<td>Correlation</td>
<td>Determines if a pair of variables are related</td>
</tr>
<tr>
<td>Covariance</td>
<td>Determines if a pair of variables move together and mean differences in 2 or more groups when controlling for initial group differences</td>
</tr>
<tr>
<td>Descriptive statistics</td>
<td>Determines central tendency and variability in the data</td>
</tr>
<tr>
<td>Exponential smoothing</td>
<td>Predicts a value based on prior forecast</td>
</tr>
<tr>
<td>F test for 2-sample variances</td>
<td>Performs a 2-sample F test to compare population variances and mean differences relative to variability testing</td>
</tr>
<tr>
<td>Fourier analysis</td>
<td>Transforms time-based patterns into cyclical components</td>
</tr>
<tr>
<td>Histogram</td>
<td>Calculates frequencies of values in dataset</td>
</tr>
<tr>
<td>Moving average</td>
<td>Forecasts values based on prior averages</td>
</tr>
<tr>
<td>Random number generation</td>
<td>Fills a range with independent random numbers</td>
</tr>
<tr>
<td>Rank and percentile</td>
<td>Creates a table with ordinal and percentile ranks and used with chi-square analyses</td>
</tr>
<tr>
<td>Regression</td>
<td>Linear regression based on “least squares” method</td>
</tr>
<tr>
<td>Sampling</td>
<td>Creates a sample from a population</td>
</tr>
<tr>
<td>t test</td>
<td>Tests for equality of population means, with equal and unequal variances based on 1-group or 2-group datasets</td>
</tr>
<tr>
<td>z test</td>
<td>Performs a 1-sample z test for population comparison or a 2-sample z test for means with known variances</td>
</tr>
</tbody>
</table>

Table 5. Features of Microsoft SQL Server Analysis Services.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple data inputs</td>
<td>Use tabular data, spreadsheets, and text files</td>
</tr>
<tr>
<td>Data management</td>
<td>Data cleaning; management; and extract, transform, and load</td>
</tr>
<tr>
<td>Model testing</td>
<td>Use cross-validation, lift, and scatter charts</td>
</tr>
<tr>
<td>Data mining algorithms</td>
<td>Clustering, Naïve Bayes, decision trees, neural networks, regression, and association rules</td>
</tr>
<tr>
<td>Scripting language support</td>
<td>Mining objects are programmable</td>
</tr>
</tbody>
</table>
Table 6. Features of Waikato Environment for Knowledge Analysis.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preprocess</td>
<td>Descriptive statistics and ability to preprocess data; Data from .csv and .arff files, web data, database data, and ability to generate artificial data</td>
</tr>
<tr>
<td>Classify</td>
<td>Classify data from Bayes, neural networks, regression, decision trees, production rules, and other algorithms</td>
</tr>
<tr>
<td>Cluster</td>
<td>12 clustering algorithms, to include the common simple k-means</td>
</tr>
<tr>
<td>Associate</td>
<td>Association rules for pattern recognition in data</td>
</tr>
<tr>
<td>Select attributes</td>
<td>Searches for best set of attributes in dataset</td>
</tr>
<tr>
<td>Visualize</td>
<td>Visualization of data into graphs, etc</td>
</tr>
</tbody>
</table>

**Microsoft Excel Analysis ToolPak**

The ToolPak is a spreadsheet add-on that provides the features found in Table 4 [10]. The use of Microsoft Excel Analysis ToolPak requires the user to acquire and install the add-on as well as cognitively account for the differences between the ToolPak spreadsheet-driven program (involving placeholders for data locations requiring user-generated formulas to drive analyses) and SPSS or IBMWA analysis-driven programs, whereby data and locations are defined variables with analyses formulas inherent in the software programs.

**Microsoft SQL Server Analysis Services**

Microsoft SQL Server Analysis Services is an integrated platform for data mining that uses relational or cube data in multiple formats to provide predictive analytics. A summary of the features is provided in Table 5. Mining choices include clustering, neural networks, decisions trees, and custom plug-in algorithms. Because Analysis Services is a component in SQL Server’s suite of business intelligence tools, it integrates easily with the SQL Server database engine and reporting services component. Analysis Services provides a confusion matrix, but requires the user to manually calculate classification accuracy measures, such as precision and recall. Additionally, Analysis Services generates a lift chart, in lieu of receiver operating characteristic curves [11].

**Waikato Environment for Knowledge Analysis**

Waikato Environment for Knowledge Analysis (WEKA) is a free machine-learning software platform developed by the University of Waikato in New Zealand. This popular program is used for data mining utilizing primarily classification and clustering tools consisting of rules, decision trees, and multiple other algorithms. WEKA calculates true positive rates, false positive rates, precision, and recall. WEKA will also create the receiver operator characteristic curves and area under the curve [12]. A summary of the features in WEKA is provided in Table 6.

**County Health Rankings for Florida**

The dataset used to demonstrate IBMWA features was derived from the publicly available 2014 County Health Rankings for the state of Florida [13]. The dataset was altered by merging demographics with health factors and deleting confidence intervals and z-scores to reduce the number of attributes (columns). This dataset ranks counties in each state by health outcomes and health factors, with health factors categorized as health behavior, clinical care, social and economic factors, and physical environment. The data matrix was comprised of columns consisting of 41 common health factor attributes and demographics; the rows consisted of the 67 Florida counties.

**Heart Disease Data**

The dataset used for comparison among the analytical software packages was derived from a well-known and validated machine-learning repository [14]. The selected dataset focused on the diagnosis of heart disease (presence or absence) based on 13 common cardiac risk factors or test attributes (columns) and 270 instances or rows (patients). The thallium test (cardiac scan) attribute had 3 subcategories: 3 = normal test, 6 = fixed defect, and 7 = reversible defect.

**Results**

**Use Cases**

**Explore Option**

The use cases shown in this section are generated using the sample data file named 2014 County Health Rankings for the State of Florida. In the explore section, which is used for descriptive analytics, Watson Analytics automatically generated 10 questions based on the data such as “What is the breakdown of % obese by county?” A map of all Florida counties was automatically generated (without user prompting) with % obese noted for each county (Figure 1), as well as the range. The user can mouse over each county for specific data.

A user can also enter questions in the search window by leveraging the NLP function of Watson Analytics, for example, “What is the relationship between % physically inactive and % obese by county?” (Figure 2)
Figure 1. The % obese by Florida county.

Figure 2. The relationship between % physically inactive and % obese by county.

Figure 3. Predictors for factors related to % obese.
Predict Option

The predict option in IBMWA is utilized for predictive analytics. In our analysis of the 2014 County Health Rankings for the state of Florida, 74 associations were noted at the top of the page. The attribute “children in poverty” was associated with “teen birth rate.” Select “statistical details” and a Pearson correlation of .79 with \( P < .001 \) and effect size of 0.63 was noted.

When \% obese was selected as the target, predictions were automatically generated. The top predictor for “\% obesity” was “\% physically inactive” at 69\%, but IBMWA recommended the addition of “\% African-American,” which increased the predictive ability to 85\%. A screenshot of the predict function results is shown in Figure 3.

The “\% obesity” column of attributes was then subdivided into counties with less than or more than 30\% obesity reported and the predict function was reexecuted. This second analysis used logistic regression and produced household income as the strongest predictor at 88\% predictive strength. A chi-square analysis comparing the categorical variables demonstrated the following: \( P < .001 \), effect size = .46 (Figure 4).

Assemble Option

The assemble option contains functionality to create dashboards, infographics, and slide shows. An example of an IBMWA interactive dashboard display using the dataset, 2014 County Health Rankings for the state of Florida reflecting the “\% obesity” by Florida County is depicted in Figure 5. The county dropdown list is active; such that once a county is selected, the percentages change and correspondingly the map changes.

Comparative Study

The results from the comparative study among the software packages are presented in the following subsections. The same heart disease dataset was used as the input to each software package and each package provides differing statistics and measures which are summarized in Table 7.

IBM Watson Analytics

The IBMWA software conducted a logistic regression for classification purposes. When the target attribute of heart disease (present or absent) was used in IBMWA, it revealed that the thallium test had a predictive strength of 76\% (percent correct classification). The thallium test attribute had 3 subcategories: 3 = normal, 6 = fixed defect, and 7 = reversible defect. Based
on either normal exam or reversible defect on thallium testing, the chi-square test revealed $P<.001$ and an effect size of 0.48 for the normal test and 0.63 for the reversible defect.

When a full model (3 variables) analysis is conducted with logistic regression, the software also conducts a likelihood ratio test (chi-square) to determine if the addition of the variables improves the fit of the model. Predictive strength increases to 80% (percent correct classification) and statistical significance of the target predictor of thallium reduced. Interactions between thallium and the number of vessels calcified on fluoroscopy were not significant, $P<.09$. The likelihood ratio test ($\chi^2_1=11.08$, $P<.08$) was not statistically significant to the 5% significance level, and thus the reduced model of thallium alone and heart disease is the best fit.

**IBM Statistical Package for the Social Sciences**

Binary logistic regression with heart disease as the dependent variable and thallium as a single predictor was conducted. As confirmed in the IBMWA results, predictive strength and percent correctly classified increases as more variables are included in the regression; however, statistical significance reduces.

Logistic regression (LR) with 3 predictors—thallium, number of vessels calcified on fluoroscopy, and the interaction effect—was conducted, illustrating that the predictive strength of the model was 78%, and the interaction effect was not significant. The number of vessels calcified by fluoroscopy and the thallium test variables were statistically significant with $P=.04$ and $P<.001$, respectively. The LR test compared with the intercept only model was significant, with $\chi^2_3=120.5$ and $P<.001$, indicating that the 3 variable model improved model fit over the intercept only model.

Thereafter, forward selection using the LR test was also conducted for appropriate variable selection, reducing collinearity and demonstrating model fit. By the end of the stepwise forward regression concerning all variables, the LR test indicated that thallium remained a statistically significant predictor, as well as gender, type of chest pain, electrocardiogram results, exercise-related angina, ST wave depression, and number of vessels calcified by fluoroscopy. Percent correctly classified increased to 90%. The variables gender ($\chi^2_1=3.9$, $P=.049$), exercise-related angina ($\chi^2_1=5.7$, $P=.02$), and electrocardiogram results were statistically significant at the 5% level, whereas, types of chest pain ($\chi^2_1=13.3$, $P<.001$), ST wave depression ($\chi^2_1=11.7$, $P=.001$), number of vessels calcified by fluoroscopy ($\chi^2_1=19.9$, $P<.001$), and thallium ($\chi^2_1=15.1$, $P<.001$) were statistically significant at the 1% level. Comparing this full model with the intercept only model, it was found that $\chi^2_1=77.8$ and $P<.001$. These results illustrate that the full model had a better model fit than both the intercept only model. However, IBMWA uses the LR test to compare models with the reduced fit single predictor model as the default setting, whereas SPSS uses the baseline, intercept only model as the default setting for LR test comparison.

A chi-square analysis was also performed using SPSS with a resulting likelihood ratio of 78% for comparison purposes. Based on the normal exam or reversible defect on thallium testing, the chi-square test revealed a significant relationship ($\chi^2_1=76.1$, $P<.001$) and an effect size of 0.53 for the normal test and 0.67 for the reversible defect test.

**Microsoft Excel Analysis ToolPak**

The ToolPak software can only conduct linear regression, not logistic regression for classification.

Analysis was not performed because a chi-square test would have to be manually run between the target attribute and each column. The expected values would need to be calculated and run against the actual values to arrive at the chi-square result and $P$ value. This is very labor intensive compared with the other platforms tested.

**Microsoft SQL Server Analysis Services**

Data were analyzed using a decision tree and neural network to compare for classification accuracy. To train the classifier models, 70% of the data was used, whereas the remaining 30% was held out for testing. The decision tree algorithm was chosen because of the ease of understanding the results, while a neural network was selected because of the ability to generally produce better classification results. The decision tree yielded a sensitivity of 0.80 and specificity of 0.78, while neural networks yielded a sensitivity of 0.77 and a specificity of 0.92. Both algorithms have parameters that can be adjusted to improve classification accuracy; however, these parameters need to be adjusted cautiously to avoid “overfitting” the model.

**Waikato Environment for Knowledge Analysis**

A J48 decision tree was used as the algorithm with 10-fold cross validation. The outcome was correctly classified 78% of the time. The precision for the presence of heart disease was 0.931 and recall (sensitivity) was 0.947. Precision for the absence of heart disease was 0.692 and the recall was 0.947.

**Summary**

These preliminary informal analyses indicate that the 4 analytical programs provide similar results using the same dataset. WEKA does provide a confusion matrix, Kappa statistic, and receiver operator characteristics curve area statistic, with neither of these analytics supplied by IBMWA. WEKA, in contrast to IBMWA, includes more than 50 different algorithms, without any recommendations regarding the optimal choice.
Table 7. Results of the comparison of different analytical packages.

<table>
<thead>
<tr>
<th>Software package</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBM Watson Analytics</td>
<td>Using logistic regression, the thallium test had a predictive strength of 76% (percent correct classification); chi-square test revealed ( P &lt; .001 ) and an effect size of 0.48 (normal test) and 0.63 (reversible defect)</td>
</tr>
<tr>
<td>Statistical Package for the Social Sciences</td>
<td>Using logistic regression, a full model with thallium, number of vessels calcified on fluoroscopy, and interaction test increased the predictive strength to 78%; however, a statistically insignificant chi-square test proved that the single model using thallium had the better model fit. ( \chi^2 = 76.1, P &lt; .001 ); effect size 0.53 (normal test) and 0.67 (reversible defect)</td>
</tr>
<tr>
<td>SQL Server Analysis Services</td>
<td>Decision tree analysis yielded a sensitivity of 0.80 and specificity of 0.78, while neural networks yielded a sensitivity of 0.77 and a specificity of 0.92</td>
</tr>
<tr>
<td>Waikato Environment for Knowledge Analysis</td>
<td>Decision tree precision for presence of heart disease was 0.93 and recall (sensitivity) was 0.63; precision for absence of heart disease was 0.69 and recall was 0.95</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

According to Dr. Bill Hersh, “Analytics and related activities are the future of clinical informatics, realizing the goal of my definition of the field, which is the use of information to improve individual health, health care, public health, and biomedical research [15].” To achieve this goal, we will need a well-trained workforce and supportive analytical tools.

IBMWA is an analytical program based on SPSS that automatically generates descriptive, predictive, and visual analytics. This approach is compatible with “greater statistics” proposed by John Chambers in 1993 [16]. Traditional statistics can be laborious when manual computation of complicated formulas is required. Steps to simplify this approach will likely be well received. One could argue that automating analytics is a logical progression, similar to using electronic medical calculators, instead of paper calculations or using the “what you see is what you get” program to create webpages, rather than requiring html programming. This program will likely open the analytics playing field to a larger audience of health care workers.

The learning curve for IBMWA is much less steep than Microsoft Excel Analysis ToolPak, SPSS, WEKA, or Microsoft Server Analysis Services. Instead of needing an extensive background in statistics to decide on the statistical method of choice, this is performed automatically for the user. A busy health care worker might use this program to gain preliminary results and then consult an expert in data science or statistics.

IBMWA is able to handle very large datasets and applies the most common statistical tests required, but does not perform data mining using machine-learning techniques, such as neural or Bayes networks, and is not appropriate for many big data sets. The statistical approach is, however, complimentary to the machine-learning approach. Statistical modeling using a program such as IBMWA usually involves smaller datasets, a hypothesis, and a list of assumptions. Machine-learning, on the other hand, can handle larger datasets, and does not require the same hypotheses or assumptions. An overview of the existing software programs supports IBMWA as belonging in the overlap region between data mining and statistics as demonstrated in Figure 6. In addition, this preview of the use of multiple software programs initiates a scholarly conversation concerning the considerable overlap between statistics and machine learning as exemplified in Figure 6 [17].

A comparison of IBMWA with 3 other data analytical software resulted in similar, but not identical results. We did not report results with Microsoft Excel due its inability to perform logistic regression and the labor intensive nature of the analysis.

IBMWA may be a helpful adjunct approach to teaching both statistics and data mining, given its speed, functionality, and ease of use. Case studies could be presented in the domain of interest and both the clinical results and statistical methods could be discussed. The average user would be able to see missing data, skewed distributions, and outliers with minimal effort. Large datasets are amenable to data analyses and quick response outcomes using IBMWA- a key element in teaching and learning statistical concepts. In the University of West Florida, IBMWA is used to augment understanding and applications of statistical concepts in several health informatics and computer science courses. The use of NLP to help explore, analyze, and visualize datasets would be helpful for most graduate students, regardless of field.
Limitations

For classification purposes with categorical data, IBMWA does not offer the user a choice of statistics, but rather selects the approach for the user (e.g., logistic regression). IBMWA did not aid users in interpreting results, especially the impact of unrelated variables and highly correlated variables (multicollinearity). The aim of IBMWA is ease of use but correct interpretations might be eluded due to the lack of odds ratios, confidence intervals, and an explanation for seemingly counterintuitive results.

The combination option in IBMWA makes it easier for users to create complex models, evaluating the effect of up to 3 variables on the dependent variable. Users may not be able to determine the best model; for the average user, it becomes harder to determine if the right model is chosen—with the appropriate theoretically related variables. For example, with multiple predictors in a classification analysis, the chi-square value provided indicates if model fit improves with complexity and increased variables (likelihood ratio test result). Predictive strength increases as additional variables are added; however, this is counterintuitive and easily confused as decreased statistical significance (low chi-square value) with increased predictors—leading to inaccurate interpretation. In IBMWA, as variables are added and complexity increases, the model starts to become confusing to interpret without taking the extra step of checking the fine print definitions; the chi-square and P-value provided in a full model is actually for comparing goodness of fit of a statistical model (LR test), not a measure of variable statistical significance. Users may initially focus on the fact that predictive strength will increase each time another variable is added to the model, resulting in a model that is overly complex with unrelated variables. For early health data analysts, the issue of highly correlated variables (multicollinearity) and model fit is hard to detect and interpret. Too many variables can result in predicting noise, rather than the dependent variable (overfitting). The LR test acts as a warning sign for users—don’t add more variables in the model just to increase predictive strength.

In addition, IBMWA provides for ease of data exploration, creating a conundrum for the average user—with such ease of data mining and exploration, eventually the user will detect chance correlations between variables that appear to be significant relationships. IBMWA allows the average user to depend on statistical significance as a measure of the strength of the correlation, as well as the correct model; however, a correctly specified model might have insignificant, theoretically relevant predictors. The IBMWA software does not provide statistical significance for each predictor but only the results of the model comparison test (likelihood ratio test).

Limitations exist with every analytical platform. Data preprocessing (imputation and data quality) is needed and is critical for success. It is estimated that about 80% of the time spent analyzing data, is spent exploring and preparing the data for analysis [18]. Specifically, data may need cleaning, integration, reduction, or transformation before analysis procedures [19]. In addition, data must be of sufficient quality and volume to answer a question. Finally, domain expertise and appropriately prepared researchers are needed to ask appropriate questions and interpret results, regardless of the analytical platform used.

Conclusions

IBMWA is a new and interesting analytical tool that may be of value to multiple types of health care workers; however, no statistical program will replace the time needed for preprocessing data and asking pertinent questions regarding the dataset, but the time spent on analytical processes will be greatly expedited. The IBMWA approach needs to be compared and contrasted with other approaches and by a diverse group of users to better understand its role within the analytics realm. Clearly, IBMWA has limitations but IBM is making frequent changes to this program so users can expect more functionality in the future. Additionally, IBMWA may motivate educators and practitioners to question if it is potentially effective as an adjunct in teaching statistics and analytics in health care.
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Abstract

Background: Equipping members of a target population to deliver effective public health messaging to peers is an established approach in health promotion. The Sources of Strength program has demonstrated the promise of this approach for “upstream” youth suicide prevention. Text messaging is a well-established medium for promoting behavior change and is the dominant communication medium for youth. In order for peer ‘opinion leader’ programs like Sources of Strength to use scalable, wide-reaching media such as text messaging to spread peer-to-peer messages, they need techniques for assisting peer opinion leaders in creating effective testimonials to engage peers and match program goals. We developed a Web interface, called Stories of Personal Resilience in Managing Emotions (StoryPRIME), which helps peer opinion leaders write effective, short-form messages that can be delivered to the target population in youth suicide prevention program like Sources of Strength.

Objective: To determine the efficacy of StoryPRIME, a Web-based interface for remotely eliciting high school peer leaders, and helping them produce high-quality, personal testimonials for use in a text messaging extension of an evidence-based, peer-led suicide prevention program.

Methods: In a double-blind randomized controlled experiment, 36 high school students wrote testimonials with or without eliciting from the StoryPRIME interface. The interface was created in the context of Sources of Strength—an evidence-based youth suicide prevention program—and 24 ninth graders rated these testimonials on relatability, usefulness/relevance, intrigue, and likability.

Results: Testimonials written with the StoryPRIME interface were rated as more relatable, useful/relevant, intriguing, and likable than testimonials written without StoryPRIME, P=.054.

Conclusions: StoryPRIME is a promising way to elicit high-quality, personal testimonials from youth for prevention programs that draw on members of a target population to spread public health messages.

(JMIR Public Health Surveill 2016;2(2):e164) doi:10.2196/publichealth.6207
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**Introduction**

**Background and Motivation**

Public health practitioners and researchers are increasingly harnessing mobile technology to enhance the reach and effectiveness of evidence-based interventions [1-3]. Equipping members of a target population to deliver effective public health messaging to peers is an established approach in substance abuse prevention, human immunodeficiency virus prevention, and health promotion [4-7], and is promising for suicide prevention [8]. The effectiveness of peer-to-peer public health messaging strategies is congruent with peer-to-peer influences on behavior [10]. For youth with acute distress and with numerous risk factors for suicide, social modeling of emotional regulation strategies could slow or reverse a negative trajectory or prevent impulsive attempts to escape painful emotions [11,12]. A crucial barrier to technological extensions of these so-called ‘opinion leader’ interventions is the challenge of helping peer leaders to deliver effective messages to peers remotely. This requires development of Web-based replacements for typical in-person components [9]. In this study, we tested a Web-based interface for remotely helping high school peer leaders to produce high-quality, personal testimonials for use in a text messaging extension of an evidence-based, peer-led suicide prevention program.

Sources of Strength is a school-based suicide prevention program that is certified on the United States National Registry of Evidence-Based Programs and Practices. The program seeks to reduce risk and strengthen protective factors in the population by preparing diverse ‘key opinion leaders’ to conduct public health messaging and activities with peers to increase school-wide positive coping norms and communication with trusted adults, and bring suicidal peers to seek for adult help [8,13]. Currently implemented in over 3000 high schools and colleges across the United States, Sources of Strength was the first suicide prevention program to apply a peer ‘opinion leader’ approach. As part of this strategy, peer leaders publicly share personal stories (or testimonials) of “hope, help, and strength” with peers and encourage them to do the same. Those who share their personal stories act as distributed change agents, generating much of the intervention content received by their school’s population. In a randomized controlled trial conducted in 18 schools, trained peer leaders were 4 times more likely to refer a suicidal friend to an adult, and school-wide help-seeking norms improved in schools implementing Sources of Strength [8]. An ongoing trial with 40 schools in rural and underserved communities is testing the impact and proposed network diffusion model of Sources of Strength on reducing suicide attempts.

Text4Strength is a text messaging extension of Sources of Strength. It is currently under development with funding from the National Institute of Mental Health (K23MH101449). Text4Strength uses text-based peer testimonials and other types of text messages to introduce high school students to Sources of Strength concepts and extends Sources of Strength by also introducing emotional skills associated with decreased depressive symptoms and lower suicide risk [14-17]. Text messaging is a logical medium for disseminating messages because it is the dominant mode of communication for youth [18] and has strong empirical support for delivering health interventions [2,3,19-25]. The current version of Text4Strength specifically targets ninth graders because research indicates an increase in emotional and behavioral problems between ages 14 and 15, when most students are starting high school [26]. In addition to normal developmental changes resulting in heightened emotional activation [27-29] and diminished inhibitory control abilities [30], ninth graders face new challenges associated with the transition to high school, including greater responsibility for seeking help, greater emphasis on romantic relationships, and greater academic pressure.

In developing Text4Strength, we faced challenges that previous work in translating behavioral interventions into text (e.g., [9]) had not yet surmounted: collecting interesting, personal, and credible [31,32] testimonials consistent with the intervention model, goals, and targets. We addressed these challenges by developing Stories of Personal Resilience in Managing Emotions (StoryPRIME), a Web-based interface to guide peer leaders through the process of remembering, sharing, and condensing relevant personal stories into the pithy testimonials needed for text messaging. We developed StoryPRIME through an interdisciplinary design process in which suicide prevention researchers consulted with human-computer interaction (HCI) researchers. Together, we conducted design workgroups with high school peer leaders, as well as feasibility testing with an adult sample to ensure the safety of the StoryPRIME interface prior to testing it in a randomized controlled experiment with a teenage population. In this paper, we report on results from the randomized controlled experiment of StoryPRIME to discover whether or not Web-based eliciting could assist peer leaders in generating high-quality text message testimonials that are interesting, personal, and credible to ninth graders.

**Development and Feasibility Testing**

Suicide prevention and HCI researchers worked together to translate practices used in Sources of Strength to elicit peer leaders to tell their stories using a Web-based interface. In the Sources of Strength training program, student peer leaders participate in a 4-hour training in which helpful testimonials are modeled and practiced. After initial training, students participate in approximately biweekly meetings where adult advisors give them opportunities to practice and receive feedback sharing their “hope, help, and strength” stories with peers and encourage them to do the same [13]. The challenge we faced was translating this highly organic discussion and coaching process in Sources of Strength into a structured, Web-based interface.

To tackle this challenge, HCI researchers piloted an initial interface with our interdisciplinary team and other lab members,
and then conducted a participatory design [33] session and workgroup with 7 high school peer leaders (4 females, 3 males). We met with the students 7 times, for 60-90 minutes each, to get their feedback on the design of the StoryPRIME interface for testimonial writing and in general, about our plans for the Text4Strength text messaging program. Using this feedback, HCI researchers developed several variations/prototypes of the StoryPRIME interface. We then asked the workgroup participants to write stories about themselves using these interfaces, and discuss the writing experience with the workgroup participants and our research group. Based on the workgroup’s feedback, we refined the StoryPRIME interface, partitioning the writing process into 3 main steps to help writers focus on the essential parts of the story: (1) challenge faced, (2) how they solved it, and (3) the outcome.

We pilot tested the StoryPRIME interface with an adult convenience sample in order to ensure feasibility and safety before testing with adolescent high school students. Fifty adults (29 females, 21 males; mean age of 30.28 (standard deviation=7.73)) were recruited from Mechanical Turk (MTurk)—a crowdsourcing website where people are paid to do Web-based tasks. Participants wrote testimonials about common stressful situations and emotional skills and resources they used to cope. A separate sample of 61 adults recruited from MTurk rated the testimonials on how interesting, personal, genuine/credible, and relatable they were. In addition, 2 public health experts rated the stories on how appropriate and (potentially) effective they were. The results were promising: 70% (35/50) of the testimonials were judged as interesting, 78% (39/50) as personal, 80% (40/50) as credible, and 76% (38/50) as relatable. The two suicide prevention experts judged 76% (38/50) and 72% (36/50) of the testimonials as appropriate/safe and effective, respectively. Furthermore, qualitative responses from Web-based participants indicated that they found the experience rewarding and enjoyable, with no negative report of burden or emotional discomfort.

Methods

Participants

The participants included, testimonial writers: 36 students (23 females, 13 males) of grades 10-12 (ages 16-18) from 2 rural high schools in Western New York wrote testimonials. All trained Sources of Strength peer leaders in each school (approximately 45) were invited to participate and given parent information letters and permission forms to return; and raters: 24 (10 females, 14 males) ninth grade (ages 14-15) students whose parents gave them permission to participate in this study rated on the testimonials. Two classes of ninth grade students in each school (approximately 50) were invited via a school-wide announcement and given parent information letters and permission forms to return. All participants were paid US$10 as a thank you for their time. The University of Rochester institutional review board approved this study.

Measures

Students rated testimonials on the following dimensions using a 1-5 (“Strongly Disagree” to ‘Strongly Agree’) Likert scale: relatable (“My friends and I handle similar challenges”), useful/relevant (“This student’s solution/advice would work for me”), intriguing (“I am curious about more detail/background to this SPECIFIC experience”), and likable (“I would be interested in hearing more student experiences like this”).

Design

We tested the StoryPRIME interface using a double-blind, randomized controlled design. Writers were randomly assigned to write a personal story with the aid of StoryPRIME (N=18 with 12 females) or to a control condition (N=18 with 13 females). Within each school, we assigned an equal number of students into either StoryPRIME or control condition—7 per condition for one, and 11 per condition for another school. There was no opportunity for “contamination” because both groups worked on testimonials at the same time in a quiet room on separate computers—participants simply received different on-screen instructions and interface depending upon their condition. We asked student writers to write as many testimonial as they could during a 30-minute session. Most students (N=34) completed writing 2 testimonials while 2 of them wrote just one each in the allotted time. Testimonial writers collectively produced 70 testimonials, 35 in the StoryPRIME condition and 35 in the control condition. At the end of the writing session, we asked students to complete a brief Web-based anonymous survey for their feedback on their writing experience and StoryPRIME interface.

Testimonials were presented in identical format and random order to the ninth grade student raters (N=24 with 10 females) who were blind to the writer’s condition. Each testimonial was rated by at least 3 different students. Testimonial raters rated a random selection of 12 testimonials each, 6 in each condition. Ratings were conducted anonymously on private laptops of the raters and they received payment immediately after submitting their responses. In addition to explaining to the raters that we would not know who provided which ratings, instructions emphasized that we desired and needed their honest opinions—positive and negative.

Conditions

We met with student writers in their school’s computer lab where each student was assigned a computer. All student testimonial writers accessed a website developed for this study on which they were invited to write strength-based testimonials that would help and appeal to ninth grade students:

_The Center for the Study and Prevention of Suicide works with high schools to teach teenagers emotional skills so that they stay strong when they face hard times. To do that, we need real examples from people who have used different strategies for healthy responses to conflict or common challenges they face in high school._

Students then selected a challenge to write about from a list of common challenges faced by high school students, generated with the help of the student workgroup in the participatory design process (see Textbox 1).

StoryPRIME condition

Participants in the StoryPRIME condition were asked to:
Think of a time in high school when you handled or learned something about [the challenge user selected previously].

After proceeding, the participants saw:

Thank you! Now we will ask you THREE questions to help you write the details about the challenge (stress) you just selected. Please be as specific as possible. At the end, we will ask you to summarize your answers into a ~300-character story/testimonial.

Textbox 1. Common challenges (stressors) presented as options to testimonial writers, collected from the student participatory design workgroup.

1. Learning how to balance time
2. Different class schedule from friends
3. School pressure (classes, grades, tests)
4. Not sure how to get help from teachers/adults
5. Getting cut or benched in a sport or favorite activity
6. Figuring out one’s “place” or fitting in
7. Friend or boyfriend/girlfriend drama
8. Family/parent issues
9. Feeling confused, strong feelings, ups and downs

Figure 1. The three sequential writing prompts and corresponding clues shown to testimonial writers in the StoryPRIME condition who chose “Figuring out one’s ‘place’ or fitting in” as their challenge.
Figure 2. The final step of StoryPRIME in which testimonial writers are shown their responses to the earlier three writing prompts on a single page.

Here is what you've told us so far:

1. You said this about the situation:

   It was the first week of ninth-grade and I realized that some of days I didn’t have any classes with my friends.

2. You said this about how you handled the situation.

   I was able to talk with other people in the classes that I had and realized that I didn’t need my friends in all of my classes. I was able to make new friends in the classes that I did have.

3. You said this about how things changed or got better:

   Things ended up okay. I was able to change the situation and make it so I did have classes with my new friends. I changed because I became friends with people who I thought I didn’t have anything in common with it turned out that I did.

   Please summarize what you’ve written into a brief story (~300 characters) that might help another high school student. It’s OK to use abbreviations as you would in a txt.

Try to include as much detail as you can in the summary. Most importantly, make sure to include the description of the situation, how you handled it and the outcome in the summary

Characters written: 0

Control condition

Participants in the control condition were given simple instructions: “In the space below, please share a brief story (~300 characters) about [the challenge user selected previously], which might help another high school student. It’s OK to use abbreviations as you would in a txt.”

Statistical Analyses

Linear mixed-effects models were used to model the average of the 4 questions as a function of intervention (StoryPRIME vs control), controlling for rater via random effects. Similar models were used to model the Likert score for each individual question. Restricted maximum likelihood estimation via lme() in R ×64-bit version 3.1.1 was used to fit all models. We decided a priori in consultation with our biostatistician (DP) to use significance level of .10 in order to match the scientific needs of testing a novel procedure—that is, to mitigate the risk of throwing out a useful procedure based on an overly rigorous (and arbitrary) $P$ level [34,35].

Results

Principal Findings

Ninth grade students (N=24), who were blind to the conditions, found testimonials written with the aid of StoryPRIME (N=35) more favorable than those written with the control interface (N=35). The mean of the 4 ratings—each using the 1-5 Likert scale where 5 is the maximum favorable score achievable—for testimonials written in the control condition was 3.47 (standard error (SE)=.10), and the mean for testimonials written in the StoryPRIME condition was 3.60 (SE=.10). The difference in mean ratings across conditions was .13 (SE=.08), $P=.054$. When questions were examined individually, student ratings on all 4 questions were in the same direction favoring the StoryPRIME condition over the control. As presented in Table 1, ninth grade students, who were blind to the conditions, found testimonials that had been written with the aid of StoryPRIME more relatable, useful/relevant, and likable than those written with the control interface.
Another student in the StoryPRIME condition wrote:

One student in the control condition wrote:

...their stories. For example, when asked ...

...Most students in both conditions were happy to have shared (23 control, 8 intervention). ...

...14 intervention); sports (2 control, 0 intervention); and none positive friends (5 control, 11 intervention); mentors (4 control, relying on family support (1 in control, 2 in intervention); ...

...prompt of Figure 1. Students wrote stories that mentioned support, mentors, and positive friends as seen in the second ...

...they applied some common coping strategies—such as family support, mentors, and positive friends as seen in the second prompt of Figure 1. Students wrote stories that mentioned relying on family support (1 in control, 2 in intervention); positive friends (5 control, 11 intervention); mentors (4 control, 14 intervention); sports (2 control, 0 intervention); and none (23 control, 8 intervention).

...Most students in both conditions were happy to have shared their stories. For example, when asked:

**How did you feel? Did you find anything upsetting or uncomfortable while writing the story?**

One student in the control condition wrote:

**It was an aha moment for me and realization.**

Another student in the StoryPRIME condition wrote:

**I'm happy that I was able to share my story, in order to provide advice for students who are entering high school and preparing for challenges, as well.**

---

**Table 1. Summary of ratings for testimonials written in the control versus StoryPRIME conditions.**

<table>
<thead>
<tr>
<th></th>
<th>Control mean (SE)</th>
<th>StoryPRIME mean (SE)</th>
<th>Intervention effect mean (SE)</th>
<th>One-sided P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relatability</td>
<td>3.62 (.11)</td>
<td>3.76 (.11)</td>
<td>.14 (.11)</td>
<td>.097</td>
</tr>
<tr>
<td>Usefulness/relevance</td>
<td>3.48 (.10)</td>
<td>3.65 (.09)</td>
<td>.17 (.11)</td>
<td>.055</td>
</tr>
<tr>
<td>Intrigue</td>
<td>3.33 (.13)</td>
<td>3.42 (.13)</td>
<td>.09 (.09)</td>
<td>.165</td>
</tr>
<tr>
<td>Likability</td>
<td>3.44 (.13)</td>
<td>3.58 (.13)</td>
<td>.13 (.10)</td>
<td>.088</td>
</tr>
<tr>
<td>Mean of 4 ratings</td>
<td>3.47 (.10)</td>
<td>3.60 (.10)</td>
<td>.13 (.08)</td>
<td>.054</td>
</tr>
</tbody>
</table>

*aSE: standard error.

---

**Student Testimonials**

The challenges students wrote about centered mostly on academic pressures (grades, tests), time management, and friends. Some were about fitting in and boy/girlfriend drama. Specifically, the breakdown of peer leader testimonials was as follows: 25 testimonials related to school pressure (12 control, 13 intervention); 19 about balancing time (11 control, 8 intervention); 8 regarding different class schedules from friends (4 control, 4 intervention); 3 about feeling confused (3 control); 4 about relationship drama (2 control, 2 intervention); 6 about fitting in (2 control, 4 intervention); 1 about getting cut in sports (1 control); 3 about not knowing how to get help from teachers and adults (3 intervention); and 1 about family/parent issues (1 intervention). Some of the testimonials written in StoryPRIME can be seen in Textbox 2.

---

**Textbox 2. Illustrative examples of testimonials generated by StoryPRIME.**

**Coming into high school my grades slipped and I knew I needed help but I was too scared to ask for help. After failing to keep my grades up I had to break out my shell and ask my older peers because I knew they knew how to keep their grades up and improve my time management. Their advice helped me. (Challenge (stressor): school pressure)**

**At the start of 9th grade I had difficulty handing in homework and sometimes projects. I attempted to do all my school work at one time and it would leave me mentally exhausted. When my college success class worked on managing time, I started doing better in all my classes. Now I feel good about myself. (Challenge: learning how to balance time)**

**I didn’t have many classes with my friends one year but we made it work. I found them in the cafeteria and we still hung out outside of school. If you don’t have friends in your classes then it’s a chance to make new ones. I made a bunch of new friends and learned to talk to new people. (Challenge: different class schedule from friends)**

**After 8th grade, my two best friends had moved and prior to that I didn’t talk to many other people. In 9th grade I began talking to people that I normally wouldn’t have, and began involving myself in activities so I had more opportunities to meet more people. I ended up making a lot of new friends. (Challenge: fitting in)**

**My grandmother died of old Age on New Years day, at 2 am. I cried non-stop when I found out and eventually after a month of focusing on school activities and support from my my mom, I got over it and accepted it as life. (Challenge: family issue)**

The StoryPRIME interface prompts writers to describe how they applied some common coping strategies—such as family support, mentors, and positive friends as seen in the second prompt of Figure 1. Students wrote stories that mentioned relying on family support (1 in control, 2 in intervention); positive friends (5 control, 11 intervention); mentors (4 control, 14 intervention); sports (2 control, 0 intervention); and none (23 control, 8 intervention).

Most students in both conditions were happy to have shared their stories. For example, when asked:

**How did you feel? Did you find anything upsetting or uncomfortable while writing the story?**

One student in the control condition wrote:

**It was an aha moment for me and realization.**

Another student in the StoryPRIME condition wrote:

**I’m happy that I was able to share my story, in order to provide advice for students who are entering high school and preparing for challenges, as well.**

---

**Discussion**

**Challenges, Achievements, and Feedback**

The randomized controlled experiment produced promising results: (1) high school students assisted by StoryPRIME wrote numerous testimonials about diverse challenges such as school pressure (grades, tests), time management, friends, fitting in, and boy/girlfriend drama, (2) compared with the control condition, students assisted by StoryPRIME wrote testimonials that ninth graders found more relatable, useful/relevant, and likable, and (3) students had a positive experience writing testimonials using the StoryPRIME interface based on the overwhelmingly positive feedback they provided in the exit survey. Although the differences between the StoryPRIME testimonials and the control testimonials are small, they are meaningful—especially given the scale at which we could use StoryPRIME to reach potential student testimonial contributors.

Regarding the nonsignificant results with respect to whether messages were intriguing ("I am curious about more detail/background to this SPECIFIC experience"), we suspect...
that the suggested 300-character limit might not be sufficient enough to write intriguing (interesting) stories. Allowing students to write more characters may encourage them to include more details about how the event transpired, thereby making the story more intriguing. This goes in line with some suggestions from writers of both StoryPRIME and control condition such as:

**Ask for more details**

*Add more pictures and fun questions such as how are you doing? do you feel okay today? etc.*

*...maybe just letting kids describe their situation more and how family was involved.*

The downside of allowing more details is that the resulting stories may no longer fit the criteria of a short text message, which is what we originally set out to achieve for our text message campaign.

Feedback on StoryPRIME interface by student writers were especially encouraging; one of the writers in StoryPRIME condition wrote:

*I thought this website (StoryPRIME) was great. I liked the fact that it helped me remember some times I struggled by giving me examples of things other students struggled with.*

On the other hand, a writer in control condition suggested:

*more room to write about something or more prompting questions for personalization.*

Also, another wrote:

*It's a bit hard to recall what happened over a years ago and decide which one to write about.*

These comments and better ratings achieved by testimonials written using StoryPRIME suggest that the interface is helping students recall relevant topics in high school and write effective stories about them.

Despite the aforementioned positive feedback, the StoryPRIME interface is far from perfect. A few writers in StoryPRIME condition suggested potential improvements to the interface. One wrote:

*You can improve this website by having us go into more depth of how we handled the situation.*

Referring to the final summary step in StoryPRIME where the interface suggested students to limit their writing to 300 characters, another suggested:

*(Allow) More characters to type your summary with.*

Nevertheless, some of them provided positive feedback about the interface:

*This website is awesome as it is :)*

*Honestly, I don’t feel that this website needs any improvement. It is very easy to follow and helped me tell my stories.*

In addition to helping students to write testimonials, StoryPRIME interface seemed to provide them with an opportunity to reflect and learn from their past experiences. One writer in StoryPRIME condition wrote:

*it was easy and felt nice to describe an incident that helped me become a good student.*

Another wrote:

*...it was an eye opening experience. I learned that I can reflect back on my early high school career in detail.*

Finally, one student wrote:

*I learned that I actually learned from my mistakes as a freshman to be more successful.*

The StoryPRIME interface helped prevention researchers translate a key component of an existing in-person, evidence-based practice from a public health intervention (ie, eliciting Sources of Strength peer leaders to share their stories) onto a Web-based platform (ie, text messaging), which is a hurdle many evidence-based public health programs face as they seek to increase their reach through technology [2,36,37]. The ability to reliably generate short-form testimonials via StoryPRIME opens up new possibilities for other public health practitioners who wish to draw on peer models to deliver messages through short-form Web-based media, such as text messages and social media microblogs [38]. Ultimately, we plan to use StoryPRIME to elicit strength-based testimonials from members of the target population who are not peer leaders. By translating a school-based technique into a Web- and text messaging–based one, we hope to increase the reach of Text4Strength to an audience broader than the one reached by its parent program, Source of Strength, alone. However, it is worth nothing that in this experiment, we are testing the efficacy of the procedure in generating appealing and relevant testimonials, not the efficacy of the procedure in suicide prevention. The latter will be accomplished in a trial Text4Strength program (currently underway) to which StoryPRIME contributes.

**Limitations**

Several limitations should be noted. First, this trial was conducted in 2 small, rural schools in the United States. While we have no reason to expect students from different backgrounds to respond differently from these students, the interface still needs to be tested in a variety of environments and prevention programs. Moreover, the raters in both control and intervention groups might not be representative of all ninth graders in those schools. Second, while StoryPRIME produced more relatable, useful, and likable testimonials, the effect size of the difference between the StoryPRIME and the simple control conditions was not large, so practitioners need to weigh the benefit of using StoryPRIME with the cost of a longer procedure. Finally, a nontrivial portion of the testimonials participants wrote were not interesting or relevant, and could not be used in our program. Thus, we have a procedure that generates high-quality testimonials to choose from, but have not yet arrived at the ideal state in which our interface could elicit youth testimonials ready to be automatically shared without monitoring.
Comparison With Prior Work

While our work is the first to successfully translate an element of a school-based suicide prevention program onto a Web-based and text messaging–based platform, it builds on previous research on public health related to: (1) text messaging in public health interventions, (2) peer opinion leaders’ effectiveness in public health interventions, and (3) other public health efforts to use short form messaging. Previous work with text messaging in nonclinical settings involved smoking cessation [37], child and maternal health, and sexual health [23-25], but ours is the first effort to use texting in population-oriented suicide prevention, as we ultimately aim to do in Text4Strength. Using testimonials created with StoryPRIME in Text4Strength text messages is consistent with “Texting for Public Health Toolkit’s” strategy of crafting text messages with “engaging writing devices” [39]. While researchers have shown that peer leaders can effectively influence social norms and behavior in public health contexts, such as suicide prevention interventions [8], and in health care settings [6,7], our work is the first to translate the influence of peer leaders onto Web-based media in order to increase the reach of our intervention. This work is quite different from previous work that translated the content of a curriculum or treatment manual into text [37]. Rather, our work involved translating a complex training and coaching process that occurs in a school-based program into a Web-based interface, ultimately yielding text messages to convey public health messages. Finally, our work contributes to the growing body of research involving translating evidence-based practices into scalable Web-based formats in order to have a broader public health impact. Programs that involve community members could use a procedure like StoryPRIME to develop compelling testimonials to add to existing public health text messaging programs, such as those used increase adherence to malaria treatment [40,41].

Conclusions

StoryPRIME serves as an example for translating complex procedures from an in-person evidenced-based program and moving them to a Web-based one in order to scale up technology use. We translated the procedure for collecting peer-to-peer testimonials, a critical component of Sources of Strength. StoryPRIME elicited high school peer leaders to generate engaging testimonials suitable for use in text messaging. The next step is to incorporate StoryPRIME testimonials into Text4Strength, a text messaging extension of Sources of Strength, to determine whether the testimonials are effective in promoting positive coping and emotional skills. Other programs that disseminate peer testimonials in public health messaging can draw on this work to improve the efficiency and effectiveness of collecting brief testimonials for use in short-form, Web-based media, such as text messages and social media microblogs.
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Abstract

Background: The prevalence of smoking among lesbian, gay, bisexual, trans, queer, and other sexual minority (LGBTQ+) youth and young adults (YYA) is significantly higher compared with that among non-LGBTQ+ persons. However, in the past, interventions were primarily group cessation classes that targeted LGBTQ+ persons of all ages. mHealth interventions offer an alternate and modern intervention platform for this subpopulation and may be of particular interest for young LGBTQ+ persons.

Objective: This study explored LGBTQ+ YYA (the potential users’) perceptions of a culturally tailored mobile app for smoking cessation. Specifically, we sought to understand what LGBTQ+ YYA like and dislike about this potential cessation tool, along with how such interventions could be improved.

Methods: We conducted 24 focus groups with 204 LGBTQ+ YYA (aged 16-29 years) in Toronto and Ottawa, Canada. Participants reflected on how an app might support LGBTQ+ persons with smoking cessation. Participants indicated their feelings, likes and dislikes, concerns, and additional ideas for culturally tailored smoking cessation apps. Framework analysis was used to code transcripts and identify the overarching themes.

Results: Study findings suggested that LGBTQ+ YYA were eager about using culturally tailored mobile apps for smoking cessation. Accessibility, monitoring and tracking, connecting with community members, tailoring, connecting with social networks, and personalization were key reasons that were valued for a mobile app cessation program. However, concerns were raised about individual privacy and that not all individuals had access to a mobile phone, users might lose interest quickly, an app would need to be marketed effectively, and app users might cheat and lie about progress to themselves. Participants highlighted that the addition of distractions, rewards, notifications, and Web-based and print versions of the app would be extremely useful to mitigate some of their concerns.

Conclusions: This study provided insight into the perspectives of LGBTQ+ YYA on a smoking cessation intervention delivered through a mobile app. The findings suggested a number of components of a mobile app that were valued and those that were concerning, as well as suggestions on how to make a mobile app cessation program successful. App development for this subpopulation should take into consideration the opinions of the intended users and involve them in the development and evaluation of mobile-based smoking cessation programs.

(JMIR Public Health Surveill 2016;2(2):e165) doi:10.2196/publichealth.6188
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Introduction

Significant reductions in tobacco prevalence and use have been achieved; however, tobacco use continues to be the leading cause of preventable disease, disability, and death in Canada. In 2014, 18.1% of Canadians aged 12 years and older were daily or occasional smokers [1] but this prevalence is not equal across all subpopulations. Smoking prevalence is particularly high in lesbian, gay, bisexual, trans, queer, and other sexual minority (LGBTQ+) persons with estimates ranging between 24% and 45% across different sexual orientation and gender identity groups [2]. There are even higher rates among LGBTQ+ youth and young adults (YYA) [2]. According to the 2013-2014 Canadian Community Health Survey (CCHS), 34.0% of homosexuals (interpret with caution due to marginal sampling variability) and 35.1% of bisexuals among 18- to 24-year-olds report smoking daily or occasionally compared with 23.3% of heterosexuals [3]. Further, 22% of high school-aged adolescents who identify as lesbian, gay, or bisexual report daily cigarette use compared with 11% of non-LGBTQ+ adolescents [4].

There are several suggested factors that contribute to high smoking rates among LGBTQ+ persons. These include minority stress, victimization, discrimination, harassment, abuse, mental health, targeted marketing by the tobacco industry, frequenting bars and nightclubs, other substance use, higher rates of stress, depression, and alcohol use, and low socioeconomic status [5-9]. Remafedi and Carol (2005) interviewed LGBTQ+ youth who highlighted the need for programs to be culturally specific and targeted toward youth, and that programming should involve LGBTQ+ in planning and implementation [10]. However, to date, there are few smoking cessation interventions and studies that specifically target LGBTQ+ YYA [11,12]. The majority of interventions are geared toward LGBTQ+ individuals of all ages and involve group cessation counseling or broader social marketing campaigns, where the interventions have been either tailored to LGBTQ+ people or assessed for effectiveness within the community. A recent review highlighted that group counseling programs showed evidence for effectiveness but had low reach in the target population [11]. Further, media and social marketing campaigns were found to be successfully implemented and increased media coverage and outreach to LGBTQ+ organizations; however, as they are primarily descriptive studies, there is limited evidence of impact [11].

Recently, digital technologies have shown promise [13,14] and offer potential avenues to deliver a smoking cessation program to LGBTQ+ YYA. For example, the mobile phone market is growing rapidly with statistics from the United States showing that mobile phone ownership in adults was 68% in 2015 [15]. In young persons (aged 18-29 years), ownership is as high as 86% and is closely reaching saturation [15]. Similar to the United States, Canadian data from 2015 indicate that, overall, 68% of adults own a mobile phone [16], while 2013 data indicate that 86% of 18- to 34-year-olds own a mobile phone [17]. Of interesting note, minorities and those with lower income levels are more likely to access the Internet primarily through mobile phones [18]. Given continual growing rates of mobile phone ownership across the population, mobile health (mHealth) interventions offer a potential method of engaging YYA who identify as LGBTQ+.

There are numerous benefits to delivering a smoking cessation program through a mobile phone app compared with traditional approaches. These include low cost of the intervention, accessibility, portability, personalization, self-monitoring capabilities, location-determining sensors, access to the Internet, and ability to connect with social networking platforms [19-21]. There is a growing body of evidence supporting mobile phone-based interventions for smoking cessation, although studies have primarily evaluated text messaging interventions for smoking cessation [13,20]. Research on mobile apps has been limited to small pilot studies [22-24] and trial protocols currently in progress [25-29]. Smoking cessation apps are also being developed and delivered rapidly as hundreds of apps are available on iPhone and Android platforms. Studies have found that publicly available cessation apps do not conform to established best practice guidelines including the 5A protocol: ask, advise, assess, assist, and arrange follow-up [30-32], do not recommend quitline use or have low rates for recommending approved medications [31-33], and do not take full advantage of interactive and proactive tailoring for the consumer [33]. However, there are no studies reporting whether LGBTQ+ YYA are interested in a mobile phone app for smoking cessation.

We addressed this gap in the literature by focusing on the LGBTQ+ YYA population. This study explored LGBTQ+ YYA (the potential users’) perceptions on a culturally tailored mobile app for smoking cessation. Potential users shared their opinions on this hypothetical cessation tool, along with opinions on what content and design features should be included.

Methods

Design and Recruitment

We conducted a total of 24 focus groups (FGs) among LGBTQ+ YYA in Toronto (n=18 groups) and Ottawa (n=6 groups) from March to May 2015. Recruitment was done using a variety of methods through purposive and snowball sampling: posting flyers and verbal announcements in spaces frequented by LGBTQ+ people; Facebook posts on LGBTQ+ friendly group pages; paid Facebook advertisements; emails from LGBTQ+ agencies; organizations making calls through social media channels; targeted physical recruitment at bars and nightclubs in Ottawa; and asking participants to refer eligible peers.

At the time of recruitment, interested participants contacted the project coordinator via email and completed an electronic demographic intake questionnaire. Physical questionnaires were available for those unable to complete the electronic form. Eligible participants were 16-29 years old, a part of the LGBTQ+ community, and a current smoker or recent quitter (defined as having not quit for more than 6 months before completing the intake questionnaire). Thus, those who had quit for more than 6 months or those who had never smoked were ineligible to participate. Those who were eligible were triaged into age, city, and LGBTQ+ groups for the purpose of organizing and hosting FGs based on location (ie, Toronto vs Ottawa), age (youth aged 16-18 years vs young adults aged 18-29 years), and other criteria for diversity within the group.

We introduced the idea of a mobile phone app for smoking cessation at the beginning of each FG and asked participants the following questions:

1. What are your perceptions of a smoking cessation app? What content and design features should be included?
2. Are you interested in a smoking cessation app? What would make you interested in and use a smoking cessation app?
3. What are the barriers to using a smoking cessation app? Specifically, what concerns do you have about using a smoking cessation app?

We also asked whether they had used the app themselves or knew of anyone that had used it. Finally, we asked them to give feedback on the hypothetical cessation app, along with opinions on what content and design features should be included.
Facilitators and note takers identified as part of the community. Participants provided written consent. FGs were conducted in LGBTQ+ community safe spaces. Participants were provided with the mobile app intervention idea, as part of a broader program of research to explore potential interventions for LGBTQ+ YYA. The intervention idea was handed out on paper to each participant who were also provided with a pen and notepad to write down their thoughts about the LGBTQ+-specific mobile smoking cessation app intervention (Textbox 1). They were then asked to verbally describe and share their thoughts and feelings with the group. This included sharing perceived usefulness, relevance, likes and dislikes, concerns, and ideas or suggestions for further improvement of this intervention idea.

Textbox 1. Mobile app intervention idea for LGBTQ+ youth and young adults.

Do you own a smartphone? Ever play Candy Crush or use Instagram? What if there was an app that could help you quit smoking designed specifically for LGBTQ+ youth and young adults? For example, this quit smoking app would allow you to create an individualized quit plan where you can set a quit date, it would provide feedback on how you’re doing, record what triggers you to smoke, and give you tips on how to remain smoke-free, as well as links to counseling services. One of the advantages of the app would be access to a peer support network which would connect you to other LGBTQ+ peers who are also trying to quit or who have already stopped smoking.

The app would be part of a bigger social media campaign that would include a webpage, Facebook page, YouTube videos, and Twitter feed with access to more detailed educational resources about smoking and quitting [eg, nicotine replacement therapy, like gum or the patch]. LGBTQ+ role models would promote the campaign.

The FGs contained 3-17 participants and lasted for 90 minutes. Participants were remunerated with a Can $50 cash incentive. All FGs were audio-recorded and professionally transcribed. This study was approved by a University of Waterloo Research Ethics Committee.

Data Analysis

We qualitatively analyzed the data using a framework analysis technique that incorporated the stages of familiarization, identification of a thematic framework, indexing, charting, mapping, and interpretation [34]. Coding categories were developed and entered into the NVivo 11 (QSR International) software. To validate coding, 2 authors (AS and KW) independently coded 6 FG transcripts and then compared for consistency. Any discrepancies in coding were discussed and resolved with the principal investigator (NB). In this way, each author was able to critically challenge one another on differing perspectives and any potential biases.

After coding of the initial transcripts, a thematic framework was developed from the a priori issues and emerging codes by generating major themes and subthemes in relation to the original FG questions. Associated responses were categorized iteratively. To maintain the context of FG participant responses, they were listed under the questions from which they were derived and then categorized separately as a type of response. Throughout the coding or indexing process, regular meetings were held between 3 of the authors to discuss and refine the emerging thematic framework. Indexing was accomplished by coding each FG in NVivo 11, with reliability checked by a third author (DD) through review of the NVivo 11 file. At the final stage, the original responses were charted and grouped according to the finalized themes and subthemes. Member checking was accomplished with 14 participants to confirm findings. The final stage of mapping and interpretation involved comparing and contrasting the responses to search for patterns. Responses were grouped according to the final themes and subthemes that emerged from the data. Saturation of findings occurred after analysis of the fifteenth FG transcript. Representative quotes were selected from the FG responses to illustrate key themes and subthemes.

We used the Consolidated Criteria for Reporting Qualitative Research guideline statement to assist in the reporting of the study [35].

Results

Participants

A total of 204 participants were recruited in 24 FGs with 18 youth (aged 16-17 years) and 186 young adults (aged 19-29 years). We conducted 11 FGs with mixed gender and sexual orientation participants and 13 gender- or sexual orientation-specific groups (3 gay, 3 bisexual, 3 transgender, 2 lesbian, and 2 queer groups).

The majority of participants identified as white (48%, 115/241), female gender (39%, 85/218), bisexual orientation (27%, 57/209), and renting or owning their homes (50%, 118/234), and the majority completed high school (77%, 158/204). Also, 84% (171/204) of individuals were daily or occasional smokers, and 37% (75/204) of individuals reported smoking within 30 minutes after waking. Additional characteristics are depicted in Multimedia Appendix 2.

Overview

We found that responses toward a culturally tailored smoking cessation app focused on 3 main areas: (1) why a mobile app for cessation would work; (2) concerns over the use of a mobile
Reasons Why a Mobile App Would Work

The majority of participants in this study overwhelmingly expressed positive feelings toward a mobile smoking cessation app. Many supported this type of intervention and were excited about its potential.

I’m definitely most likely to use the app. That actually excites me thinking about it because I never really thought about that and people I know would use it – hands down, for sure. [FG02, Gay group participant]

I think it would be an awesome idea for me if there were some apps for quitting smoking because I can’t leave my phone for one hour. [FG18, Mixed group participant]

A number of specific factors made a smoking cessation app appealing for LGBTQ+ YYA. First, the most commonly expressed benefit was its potential for accessibility and availability at all times, without requiring a visit to see a counselor, physician, or other health professionals.

Yes, the (app) idea (is) going to work because I can access it at home as opposed to when I have to go out. I get access at any time, anywhere. I get it when I wake up first thing in the morning (and) before I go to bed. [FG06, Mixed group participant]

Next, participants liked that apps could provide the mechanism to help them monitor and track their attempts and progress in changing behavior. Individuals reflected that this would allow them to understand their progress and notice patterns. In several instances, participants indicated that the app should be able to track the number of cigarettes consumed, the amount of money someone was saving while not smoking, and how long they had been smoke-free in hours and days.

I like this idea, I think it’s really cool. Having a way to track my smoking because often times I just don’t know how much (I smoke); I’m not paying attention to it. But if I had an app that I can check in on or sign into, I can probably keep track of it and eventually help me quit. [FG09, Lesbian group participant]

An app that would help me is (one) that I could input on a daily basis how many cigarettes I’ve taken (per) day and... monitor my own consumption of cigarettes and then wear myself down. Sometimes you don’t even realise how much you’ve smoked. If I had my phone telling me how many I’ve had, then I’m going to be like, ‘oh, okay,’ and that would help me keep track. [FG24, Mixed group participant]

In addition to liking an app due to its tracking and accessibility, LGBTQ+ YYA would like to see a way to connect with others within their community who are also trying to quit smoking. This type of networking system would allow app users to encourage each other, share tips and tricks, and know there are others like them undergoing similar experiences. This could also be an avenue to connect with professionals and counselors, as this would be an easy way to access these professional resources.

If it were to heavily play into the community-base where it’s not just you on your phone and you get reminders, but if you were able to connect with other people, within a marginalised community, I think that would be great. I think (if) you could specifically reach out to certain groups, you know, trans people supporting trans, people of colour supporting people of colour... I think that would be a great option. [FG21, Mixed group participant]

I do like getting access to counselling services because it’s so hard to get those resources, maybe there could even be a counsellor linked up in the app. [FG23, Mixed group participant]

The next positive factor was tailoring of the app to the LGBTQ+ community, and this was considered very important to FG participants. In general, participants felt that an LGBTQ+-specific app would be superior to a general app, as the community would be friendly to those with LGBTQ+ orientation. There could be considerations embedded toward the struggles LGBTQ+ persons may have been through such as victimization. LGBTQ+ role models could also be prominently featured to influence smoke-free behavior.

Assuming that it’s customised to LGBTQ (and) it incorporates the kinds of struggles that we’ve lived through, it wouldn’t be any average quit-smoking app. The fact that it’s specific to a community... the fact that it’s LGBTQ-specific, that would help us more than if it was just a general quit-smoking app. [FG05, Mixed group participant]

The fifth factor revolved around apps having the ability to link and share information via other social networks (eg, Facebook, Twitter). Participants felt that integration with such networks was a vital factor, as they would be able to share their experiences to garner additional support. It is important to note that participants felt that linking to a social network should be a choice, not a mandatory feature within the app.

Integrating it with the social media is definitely a great thing to do because they can always fall back to Facebook, Twitter, etc. And through this, people can get to share their experiences and keep an update and tell whatever experiences they may have to share. So it’s like ongoing support. [FG09, Lesbian group participant]

Another essential feature that participants felt a quit smoking app should possess is the ability for the app to be personalized and customized by the user. For instance, participants shared that they could personalize the quit smoking goal in steps that were achievable to them. Further, the idea of uploading and posting personal pictures was revealed as a motivational tool that could be achieved through customization.

I think (the) key is that folks can personalize their goal and how they want to record and achieve it and see it monitored. Yes, that’s it. [FG21, Mixed group participant]
Other reasons that were shared for liking a mobile app included that it would make individuals accountable to themselves, there would be no pressure to use it as it is more casual, it is preferable for those who wish for more privacy (as opposed to group counseling sessions), the intervention would appeal to the youth or young adult population, the idea itself is innovative and modern, and many individuals use other apps that are already successful.

**Concerns Over the Use of a Mobile App for Smoking Cessation**

Even though attitudes toward a culturally tailored quit smoking app were primarily positive, a number of concerns were raised by participants. The most important concern shared was that not all individuals possess a mobile phone, use social networking sites, or use apps.

*I know everybody kind of has smart phones but some people don’t and I guess you kind of have to acknowledge that area of our community that doesn’t have access to these things. So it completely takes them out of the picture like if you’re completely [offline], you’re not even aware of it type of thing.*

[FG09, Lesbian group participant]

Further, even though this idea was considered to be “awesome,” “exciting,” and “cool,” several participants felt that they might lose interest quickly. This was concerning, as the effectiveness of a quit smoking app on its own would be reduced if users do not access the resource.

*It sounds like a good idea but I think it’s, kind of, like, fitness apps or something. They’re there, you know; you record the calories you eat for, like, the first few days you download it. And then after, it kind of loses the appeal. It’s like any app that you would download on your phone. So I think... it sounds like a good idea. But I think, for most people, it might just lose that interest after a while in having to go in there and, like, record stuff.*

[FG02, Gay group participant]

The app market is currently filled with numerous quit smoking apps, some of which are at a significant cost for the user. Participants were concerned that a culturally tailored app would be in competition with other apps, unless properly marketed and shared through appropriate channels for the LGBTQ+ community.

*The only thing with apps though, probably just being cynical again, but I feel like apps, it’s like such a saturated environment, there’s so many apps out there. I have so many apps on my phone I don’t use, like just pages on pages, like I will just scroll through, like I never use them. So I think it would be important that it had that kind of integrity behind it, and a good design behind it, to start out with, because like you were saying, there’s so many apps and there’s so many repeats of apps. So you would have to get a really good one out on the market first.*

[FG14, Lesbian group participant]

Lastly, although the privacy offered by an app was a critical benefit, participants highlighted how this might make it easy to cheat and lie about progress to oneself.

*You could be smoking and posting, oh, I’m not smoking – and you have the cigarette in your mouth still... And when it comes to lying to the app, like, you’re only really lying to yourself. That’s who you’re really lying to, you know? And also, I don’t know, I think it would be effective. I would use it.*

[FG02, Gay group participant]

*They don’t have to be sincere or genuine with the amount of cigarettes they smoked. The time they smoked. How often they smoked or even how often they didn’t smoke seeing that you can set up your goal... and then after that goal return back to your old habits. You’ve accomplished your three-month goal so three months is up now so back to the (old habits).*

[FG20, Trans group participant]

**Suggestions to Incorporate Into a Mobile App**

Participants voiced a number of suggestions that would improve a quit smoking app intervention. Many of these suggestions stemmed from the concerns identified by participants and were offered as solutions to these concerns.

Several participants shared that some method of distraction should be included in the quit smoking app to help deal with cravings. This could be in the form of games or various mind puzzles that keep the smokers’ hands occupied.

*If there was a bunch of games on the app that were there to distract you from smoking, (you could) go play five minutes of a quick game instead of smoking.*

[FG07, Mixed group participant]

*I think if there were some games on it, because that’s one of the things—if my hands aren’t busy then I’m going to smoke—so have something kind of fun like that.*

[FG16, Queer group participant]

Another key addition proposed was that there should be a feature that provides rewards to the app user. Multiple reward ideas were proposed, such as virtual awards through the app, quit smoking contests using the app with associated prizes, and coupons or other incentives. Participants even commented that organizations who want smokers to quit may be willing to sponsor rewards through the quit smoking app.

*If the quitting process takes a full year, unless you have some contests going on and perks associated with it, it (won’t) work. You can get a lot of people to sponsor prizes, like hospitals, doctors’ offices, and lotteries that are already trying to get people to quit smoking. There are a lot of organizations that are trying to get people to quit and I think they would support it with some prizes and stuff like that.*

[FG01, Gay group participant]

Participants also thought it vital that any quit smoking app tailored to the LGBTQ+ community have a Web-based version or a version that operates even when there is no access to the Internet. A key concern that contributed to this idea was that...
many LGBTQ+ individuals are in poverty or homeless, and that there should not be an assumption that all potential users may have access to a mobile phone. It was suggested that the quit smoking app program also have print resources available (eg, pamphlets).

*I feel like there would need to be a website equivalent with it (for) people who don’t have access to smartphones but do have access to public libraries. A lot of smokers are LGBTQ and a lot of LGBTQ are in poverty and homeless. The people that you want to access might not be able to access the program.* [FG14, Lesbian group participant]

Other improvements recommended that apps should incorporate a notification feature that reminds individuals to utilize the app and provides encouragement to the user.

*It would be more effective if they send you those notifications every couple (of) hours. So then you have constant updates, and it’s a constant reminder. Every time my phone rings or dings I instantly pick it up. Once that would go off, I’d be like, ‘oh, okay, my lungs are starting to clear – that’s great.* [FG02, Gay group participant]

Further, personalization should allow users to create personal challenges that are relevant and achievable to them (eg, day 1 goal—go for a 20-minute walk around the block). Finally, there is need for the app to be positive, engaging, and cool, and it should be provided at no cost to the user.

Other considerations for the development and implementation of a tailored quit smoking app included a range of design factors that relate to the ease of use and quality of experience of using such an app. Participants indicated that the finished product should: be of high quality and bug free; protect individual app users’ privacy at all times; be available for all types of devices, such as Black Berry and not just Apple and Android devices; and lastly, be free of charge to use. Participants noted that ultimately, the effectiveness of such a tool was dependent on the app users’ level of dedication and desire to quit: “I don’t think any of these ... ideas, would help me quit, or even... (motivate me) to quit smoking.” [FG13, Bisexual group participant]

**Discussion**

**Principal Findings**

This study was the first to explore the perceptions of a large group of urban, Ontario LGBTQ+ YYA smokers and recent quitters about a culturally tailored smoking cessation app. The purpose was to discover what components of a mobile app smoking cessation program may resonate with LGBTQ+ YYA and what concerns and suggestions they may have about cessation apps. This addressed an important gap in the literature, as we sought input from a priority population with high smoking rates.

The overall findings revealed that LGBTQ+ YYA are quite enthusiastic about the role of mobile apps for smoking cessation. We learned that mobile apps could be harnessed for use within the LGBTQ+ community in a culturally tailored app that was specific and relatable, rather than being geared toward the general population. Other research has found that young persons are cautiously optimistic about the role of apps in health behavior change [19]; however, since that time, the explosion of apps in the market has exponentially increased and gained popularity. More recent research indicates that many current smokers would be interested in using a smoking cessation app [21].

FG participants offered reasons as to why a mobile smoking cessation app would work, including accessibility, portability, tracking and awarding progress, connecting with other community members and social networks, tailoring, notifications, and opportunity for customization. The reasons or preferences for the mobile phone app expressed by participants align with research on persuasive design where it has been shown that self-care technology such as a mobile phone app for smoking cessation should show understanding, persuade users to do the right thing, motivate behavior change, and provide rewards and appraisal for appropriate behavior as well as social support [36,37]. The feedback provided by a mobile phone app has the potential for informing, enabling, motivating, self-regulating, and guiding smokers in their efforts to successfully quit smoking [38].

The preferences for a mobile phone app were often cited in relation to experiences with other smoking cessation interventions that often require in-person meetings or appointments at significant time, travel, and cost to the individual. This finding adds to previous research that indicates that smokers are interested in finding help for quitting in new, more accessible mediums instead of support from quitlines, group cessation classes, or health professionals [39]. Of interest, LGBTQ+ YYA desired communication with other LGBTQ+ persons and community members, over that of health care providers, but through the app medium. However, some participants cited the importance of health professionals and counselors who should be linked with the app, as they are a key resource that can be difficult to access.

We also found that participants placed importance on privacy of their information, as individuals were concerned about protecting their LGBTQ+ identity, smoking status, and quit smoking progress. Although desire for “peer” social support was a highly expressed need from participants, “peer,” in this instance, referred to other anonymous LGBTQ+ YYA who are going through the same or similar quit smoking process, rather than their friends and family. Thus, private, as opposed to public, forums or chat spaces were what was desired among this specific group to help them feel safe to openly discuss their quit smoking progress.

Although some research indicates that smokers may not find games to be the most appealing feature [21], in this study, participants felt that gamification was an important form of distraction to the app user as a coping mechanism for cravings. This was critical in the minds of the participants and is supported by evidence demonstrating that assistance with cravings or provision of coping mechanisms such as distractions is central to successfully stopping cigarette addiction [40].
Lee et al (2014) have suggested that nontailored interventions may work as well as tailored for LGBTQ+ smokers [11]. However, FG participants indicated that a mobile phone app tailored specifically for LGBTQ+ was important. Specifically, respondents indicated that it was important that LGBTQ+ were involved in the creation of the app to ensure that it incorporated real-world experiences of the community. Moreover, there was an expressed desire to incorporate LGBTQ+ role models and the potential ability to connect with other LGBTQ+ YYA supports, such as LGBTQ+ counselors and other LGBTQ+ YYA peers (eg, trans youth supporting trans youth) who are going through the quit smoking process. Participants indicated that these specific LGBTQ+ tailored components would have a lot of influence and provide more incentive for use than a general quit smoking app. Considerable public health research has demonstrated the effectiveness of both targeted health promotion messages for population subgroups and individually tailored programs [41,42]. For example, personalized feedback can be adjusted to participants’ efficacy level and the unique impediments in their lives, and as a consequence, a smoking cessation app that can be tailored to LGBTQ+ smokers will encourage adoption and reach of the intervention as well as improved cessation outcomes. In addition, recent evidence based on the content analysis of mobile phone apps for smoking cessation suggests that tailoring of apps is positively related to user-rated quality [33].

Participants recognized the importance of social support in quitting smoking and commented on how the app could connect with others within their community. The personal connections that can be formed through a mobile phone app or social media can be viewed as social support, and social support is effective in helping people quit smoking [43]. Further, a community of LGBTQ+ app users may provide the opportunity for smokers to work together to quit smoking and improve the quality of their lives, as research on the effect of social media has revealed that sites, such as Facebook, can be harnessed for supporting young adults who are trying to quit smoking or have become smoke-free [44].

Finally, evidence in support of smoking cessation mobile phone apps is nascent. However, evidence is quickly building with a number of recent study protocols to test the effectiveness of mobile phone apps for smoking cessation as well as reviews of app content for evidence-based behavior change strategies [22-29,31-33].

Limitations

This research had several limitations. The perceptions shared by FG participants were discussions of a hypothetical app use or experiences with previous app use situated in a particular time frame. It is unknown whether these speculations may change when an actual app is tested and used by the target population. Additionally, we did not probe participants on specific app features but allowed discussion to evolve organically so that participants could identify what was most important to them. However, participants in various FGs may have initiated conversation on features that others never spoke of. Third, we were unable to obtain the same number of participants within lesbian, gay, bisexual, transgender, and queer groups, and had to create mixed FG sessions. In addition, analysis for this paper was not conducted separately for each group, so it is unknown whether perceptions vary between LGBTQ+ groups. Further, more young adults than youth partook in this study. Finally, it is unknown whether the LGBTQ+ YYA in our sample will generalize to LGBTQ+ smokers in other communities and countries, as the context of our sample came from urban areas where services are typically available for those identifying as LGBTQ+. However, due to the paucity of research on YYA who identify as LGBTQ+, this research sheds light on the perceptions and opinions of this subgroup group.

Future Research

Although the consultation with LGBTQ+ young adult smokers shows promise [21-24], future research is needed to determine whether mHealth interventions can help individuals induce behavior change [45] such as quitting smoking. The LGBTQ+ YYA in this study were very interested in an app, so further research is needed to determine whether this population can benefit from a mobile-based smoking cessation intervention with social media connections. It would be useful to study actual app use and whether the findings that emerged from this study occur in a real-life situation. LGBTQ+ YYA should also be involved in the development of a mobile app through participatory research. Finally, additional research is needed to investigate the perceptions of various sexual and gender minorities to determine whether the differences between groups require tailoring specific to each subgroup. Furthermore, in addition to the need for assessing the effectiveness of apps in terms of abstinence from smoking, other important outcome measures such as increased quit attempts should be assessed, as Zhu et al (2012) have demonstrated that increased numbers of quit attempts are key to eventually quitting [46]. Once demonstrated as cost-effective and for whom, policy makers can determine how best to integrate mHealth and social media interventions within comprehensive tobacco cessation systems [31,33].

Conclusions

mHealth interventions are increasingly popular for research and are a current, contemporary tool with potential to reach many individuals worldwide. Given the lack of consideration in the literature of LGBTQ+ YYA cessation interventions, this formative research contributes to knowledge in regards to what this population sees as important and beneficial in quitting smoking. We found that a mobile app intervention was viewed positively as a potential smoking cessation tool, and this highlights the need to develop such an app with LGBTQ+ YYA involved in the process. In addition to summative evaluation of a mobile phone cessation app’s effectiveness for LGBTQ+ YYA, additional formative research on the development and implementation of a mobile phone app is necessary to address knowledge gaps.
Acknowledgments

This work was supported by the Ontario Ministry of Health, Heath Services Research Fund (grant #06696), and the Canadian Cancer Society Research Initiative (grant #701019).

Analysis of the Canadian Community Health Survey was supported by funds to the Canadian Research Data Centre Network from the Social Sciences and Humanities Research Council, the Canadian Institute for Health Research, the Canadian Foundation for Innovation, and Statistics Canada. Although estimates are based on data from Statistics Canada, the opinions expressed do not represent the views of Statistics Canada.

We thank Aamer Esmail and Anna Travers from Sherbourne Health Centre, Toronto, Ontario, and Rainbow Health Ontario for assistance and support in conducting the research. We would also like to thank the Editor of this journal and the referees for their helpful comments and suggestions.

Authors' Contributions

NBB led the conceptualization and design of the study. KW, AS, and AA contributed to the design and implementation of the study, while KW and AS analyzed the results. NBB, KW, and DD contributed to the interpretation of the results. DD and NBB drafted the manuscript. NBB, KW, AS, AA, and DD critically revised the manuscript. NBB supervised the study.

Conflicts of Interest

None declared.

Multimedia Appendix 1

LGBTQ+ project: focus group script and questions.

[PDF File (Adobe PDF File), 43KB - publichealth_v2i2e165_app1.pdf ]

Multimedia Appendix 2

Demographic and smoking characteristics of focus group participants.

[PDF File (Adobe PDF File), 45KB - publichealth_v2i2e165_app2.pdf ]

References


46. Zhu SH, Lee M, Zhuang YL, Ganst A, Wolfson T. Interventions to increase smoking cessation at the population level: how much progress has been made in the last two decades? Tob Control 2012 Mar;21(2):110-118 [FREE Full text] [doi: 10.1136/tobaccocontrol-2011-050371] [Medline: 22345233]

Abbreviations

FG: focus group
LGBTQ+: lesbian, gay, bisexual, trans, queer, and other sexual minorities
mHealth: mobile health
YYA: youth and young adults

Edited by P Sullivan; submitted 10.06.16; peer-reviewed by M Hassandra, P Ray, K DeLaughter; comments to author 02.10.16; revised version received 27.10.16; accepted 29.10.16; published 18.11.16.

Please cite as:
Baskerville NB, Dash D, Wong K, Shuh A, Abramowicz A. Perceptions Toward a Smoking Cessation App Targeting LGBTQ+ Youth and Young Adults: A Qualitative Framework Analysis of Focus Groups. JMIR Public Health Surveill 2016;2(2):e165
URL: http://publichealth.jmir.org/2016/2/e165/
PMID: 27864164
Reaction on Twitter to a Cluster of Perinatal Deaths: A Mixed Method Study

Sarah Meaney1,2*, MA; Leanne Cussen2*, BSc (Med); Richard A Greene1*, BAgrSc, MB, BCh, BAO; Keelin O'Donoghue2*, PhD, MB, BAO, FRCOG, BCh

1National Perinatal Epidemiology Centre, Obstetrics and Gynaecology, University College Cork, Cork, Ireland
2Pregnancy Loss Research Group, Department of Obstetrics and Gynaecology, University College Cork, Cork, Ireland
*all authors contributed equally

Corresponding Author:
Sarah Meaney, MA
National Perinatal Epidemiology Centre
Obstetrics and Gynaecology
University College Cork
Cork University Maternity Hospital
Cork, Ireland
Phone: 353 214205054
Fax: 353 214205025
Email: s.meaney@ucc.ie

Abstract

Background: Participation in social networking sites is commonplace and the micro-blogging site Twitter can be considered a platform for the rapid broadcasting of news stories.

Objective: The aim of this study was to explore the Twitter status updates and subsequent responses relating to a number of perinatal deaths which occurred in a small maternity unit in Ireland.

Methods: An analysis of Twitter status updates, over a two month period from January to March 2014, was undertaken to identify the key themes arising in relation to the perinatal deaths.

Results: Our search identified 3577 tweets relating to the reported perinatal deaths. At the height of the controversy, Twitter updates generated skepticism in relation to the management of not only of the unit in question, which was branded as unsafe, but also the governance of the entire Irish maternity service. Themes of concern and uncertainty arose whereby the professional motives of the obstetric community and staffing levels in the maternity services were called into question.

Conclusions: Twitter activity provides a useful insight into attitudes towards health-related events. The role of the media in influencing opinion is well-documented and this study underscores the challenges that clinicians face in light of an obstetric media scandal. Further study to identify how the obstetric community could develop tools to utilize Twitter to disseminate valid health information could be beneficial.

(JMIR Public Health Surveill 2016;2(2):e36) doi:10.2196/publichealth.5333
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Introduction

During pregnancy women are invested in seeking out a considerable amount of information in relation to pregnancy and the services that are available to them [1]. To date the provision of pregnancy-related information during the antenatal period has been through more traditional media [1]. These, including leaflets, magazines and advertisements, channel the information directly from source to target audience [2]. Thus, women are limited to the passive viewing of pregnancy-related content, which has been created for them [3].

Rapid development in Web-based technologies has seen a shift in how women now access pregnancy-related information. A recent study has shown that 95% of pregnant women in Ireland use the Internet for pregnancy information [1]. The transition from more traditional to digitally-based media may be related
to two issues: (1), women of child-bearing age in developed countries have access to a wide array of technologies including personal computers, laptops, tablets and smartphones; (2) women may have more confidence in the information that they receive online given how Stapleton et al found that traditional materials such as leaflets or books were considered not only limited and biased but that the information provided was considered dated [4].

Health care providers and policymakers need to address the information needs of pregnant women [5]. The benefit of Internet-based technologies for women is that they are no longer passive users. The development of these technologies ensures that information provision is consumer-centered whereby not only users are encouraged to interact with others but also to create and share content through multiple digital channels [6]. Bernhardt et al outline how this revolution in communication has already affected health care as a new generation of e-patients has emerged [3]. Digital media has empowered these health care consumers, allowing them to be even more engaged in their care and in turn to influence their current and future service provision [3].

The expansion of social network platforms in particular has driven these developments. Participation in social networking websites such as the micro-blogging site Twitter is now commonplace. It is reported that 38 million adults in the United Kingdom access the Internet daily, with over half of the population participating in social networking [7]. A national cross-sectional survey from 2015 indicated that 26% of the Irish population use Twitter, with one in three of those people using Twitter daily [8]. However, a tweet extends far beyond the individual status as it includes its audience; those who may read the tweet, retweet and/or reply [9]. As any status update can be seen quickly by a very large audience [10], Twitter must be considered a platform for rapid and immediate communication. These sites allow individuals to share their thoughts on the information they are currently consuming [10]. Such rapid communications among these new e-patients are very likely to be influential in how people consume information in relation to health care services [10]. Health care consumers now have a new digital space where they can discuss information that is provided to them and evaluate their health care services as they experience it, either while attending a clinic or while watching a TV broadcast [10]. This phenomenon has already been observed in the United Kingdom where reforms in the National Health Service have been influenced by social commentary on Twitter [11].

Social media is transforming health-related research [12]. Studies have been undertaken from a wide range of disciplines, from epidemiology where real time responses to pandemics are analyzed [13] to the behavioral sciences where the way patients consume online health-related information is examined [3,14]. The manner in which women both access and respond to pregnancy-related information needs to be evaluated as it is likely to be influential in relation to women’s decision making [4].

Reports in the media related to pregnancy and birth are common and these reports are often emotive [15]. Such reporting may have a detrimental impact as it can potentially misinform pregnant women and may possibly result in confusion and anxiety [15]. How news is communicated has altered dramatically as websites, social media, and 24-hour rolling broadcasts have seen rapid growth and increased popularity [15]. Since 2012, there has been considerable national and international media coverage reporting a number of adverse incidents within the Irish maternity services, which in turn have resulted in a number of independent enquiries into the services. The media coverage of these adverse incidents stimulated much debate, including discussion in relation to a cluster of perinatal deaths in Midland Regional Hospital, Portlaoise in 2014. Although there is ongoing research on the causes of perinatal death, which aims to reduce its prevalence, there is still persistent stigma associated with perinatal death [16]. Stillbirth, in particular, is often referred to as a silent loss [16]. Thus, our study aimed to explore the reaction on Twitter to the perinatal deaths in order to gain insight into the understanding and perception of perinatal death in the Republic of Ireland.

Methods

Setting

In 2014, the Irish Central Statistics Office estimated that the Irish population was 4,593,100 [17]. In Ireland, the Maternity and Infant Care Scheme grants women ordinarily resident in Ireland access to free maternity services. This public service is provided by both a general practitioner and a maternity health care provider. The majority of births occur in one of the 19 obstetric led units in Ireland [18]. Ireland has the highest birth rate in Europe with 15.6 births per 1000 population [19]. In 2014, there were 67,462 births of which 330 were stillbirths; defined here as an infant born with no sign of life weighing 500 grams or more and/or having a gestational age of 24 weeks or more [20].

Raidió Teilifíse Éireann (RTE) is an Irish television broadcaster. As a national public-service media organization the service which it provides is free to air [21]. RTE’s flagship current affairs program is Primetime. In 2015 when this study was conducted, RTE had 205,000 followers on Twitter and the Primetime account had 69,000 followers. On January 30, 2014 RTE aired a program entitled “Fatal Failures” on Primetime. The program was concerned with a cluster of perinatal deaths that occurred in a maternity hospital located in the Midlands in the Republic of Ireland. Following this program the Health Minister, James Reilly, requested the Chief Medical Officer to prepare a report on the issues identified in the program. The Chief Medical Officer published the report on February 28, 2014 [22]. The Health Minister also requested the Health Information Quality Authority, an independent authority who is responsible for assessing quality and safety of health care services, to undertake a review of the hospital in question.

Design

As this study was an observational study of Twitter status updates in relation to the reported perinatal death, a mixed methods approach was adopted. By utilizing a mixed methods design the study was able to benefit from analyzing the data both quantitatively and qualitatively. For the purpose of this
study the data were initially quantitatively analyzed in order to assess the frequency of status updates, the demographic profiles of users, and to ascertain the potential reach of the status updates. Secondly, qualitative analysis was employed to generate themes from the content that Twitter users shared publicly.

Search Strategy
Status updates in English were manually searched using the Twitter search function on its website. A search was undertaken on all public status updates from January 29, 2014 to March 31, 2014 relating to the perinatal deaths in the Republic of Ireland. The two month period was chosen as research indicates that public interest spike around the time of the event and decline rapidly thereafter [23]. This time frame was chosen to allow for the examination of the immediate response to the reporting of the perinatal deaths and the subsequent reports published in relation to the perinatal deaths.

Seven searches were conducted independently by two researchers (SM and LC) which included: “fatal failures” (the name of the episode regarding the perinatal deaths), “tpept” (the current affairs program which aired the episode), “death of a baby”, “maternity”, “stillbirth”, “perinatal death”, and finally we searched the name of the hospital where the deaths occurred. Initially the searches were limited to using hashtags (#) which are useful to search for content on Twitter as they group messages on a specific event together. However, we found that this limited the search. Therefore, we chose to proceed using the terms alone for the search process as it produced more results, including the hashtags related to the perinatal deaths. All data which were extracted from each of the searches were stored in Microsoft Excel. Each tweet was then reviewed and assessed for inclusion in the study.

Once these searches were complete, any demographic information available was collected from the users’ public profiles. This included their biography, their location, and the number of people who were following the user at the time of data collection in 2015.

Only data which were publically available were collected and no attempts were made to contact any individual; therefore, no ethical approval was sought for this study. Despite these data being available to public, there is still an onus to ensure that ethical standards are met. Therefore, in line with other similar studies [14,24,25] personal identity information, including individuals’ Twitter usernames, have been removed from the example tweets presented below.

Analysis
Both quantitative and qualitative methods were utilized for this study. First, in order to determine the volume of social media communication in relation to the perinatal deaths, descriptive statistics of all tweets, retweets and replies were calculated. If a user’s biography was available, this was coded by the researchers (SM and LC) in order to categorize the demographic profiles of the users. The biography on Twitter is limited to 160 characters and is the user’s self-description. Therefore, the demographic data reported here is self-identified by the user. Consequently, users were broadly grouped into the following categories which are reported here: parent, media outlet, media personnel, politics, and health. These categories were not considered mutually exclusive whereby, for example, a user may describe themselves as a “midwife and mother of two children” and therefore, would be considered both a parent and a health care professional. In order to determine the potential reach of the status updates, the number of people that were following the user was collected.

Given that this is an observational study, a qualitative methodology which is more descriptive rather than interpretative was chosen. Consequently, a thematic analysis of the text within the Twitter status updates was then performed electronically using Nvivo 10 software (QSR International Pty Ltd, Doncaster, Australia). The analytic process, as outlined by Braun and Clarke (2006), involves familiarization with the data whereby the researchers read and re-read each tweet which was then coded individually [26]. These preliminary codes were reviewed and similar individual codes were identified and grouped together as categories. The final themes were then agreed by grouping related categories together.

Results

Quantitative Results
Over the two month period from January 29, 2014 to March 31, 2014, 3577 Twitter status updates from 1276 profiles relating to the perinatal deaths in Midland Regional Hospital, Portlaoise were identified. Of these status updates 45.15% (1615/3577) were tweets, 38.92% (1392/3577) were retweets, and 15.94% (570/3577) were replies.

As illustrated in Figure 1, around 39.84% (1425/3577) of status updates were posted between the 29th and 31st of January coinciding the airing of the current affairs program which investigated the perinatal deaths. Almost half of all status updates which were replies were posted on the 30th of January (48.4%; 276/570). The second largest peak of status updates (21.5%; 770/3577) related to the publication of the findings from the Chief Medical Officer’s report.

The individual profiles of those who posted status updates were analyzed to discern demographic characteristics. Of the 1276 profiles, a biography was available for 1139 (89.3%). Profiles indicated that those who self-identified as being involved in media, health care and/or politics accounted for almost two thirds of status updates (62.87%; 2249/3577). More than 1 in 10 status updates were by those who self-identified as a parent (11.85%; 424/3577). Table 1 outlines the distribution of status updates among these groups. Profiles which identified the user as either a media outlet or personnel working for a media outlet accounted for over one third (36.82%; 1317/3577) of status updates. Of note, media outlets were more likely to create content; whereby the majority (83.3%) of their updates were tweets compared to other users. Parents and those involved in health care were more likely to question or discuss content with 29.0% and 24.2% of their updates being replies.

Table 1: Distribution of status updates among groups

<table>
<thead>
<tr>
<th>Group</th>
<th>Status Updates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parent</td>
<td>424 (11.85%)</td>
</tr>
<tr>
<td>Media Outlet</td>
<td>1317 (36.82%)</td>
</tr>
<tr>
<td>Health Care</td>
<td>2249 (62.87%)</td>
</tr>
<tr>
<td>Politics</td>
<td>570 (15.94%)</td>
</tr>
</tbody>
</table>
Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th></th>
<th>All status updates (n=3577)</th>
<th>Media outlets (n=540)</th>
<th>Media personnel (n=777)</th>
<th>Health care professional (n=467)</th>
<th>Politics (n=465)</th>
<th>Parent (n=424)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tweet n (%)</td>
<td>1615 (45.20)</td>
<td>450 (83.3)</td>
<td>364 (46.8)</td>
<td>178 (38.1)</td>
<td>179 (38.55)</td>
<td>133 (31.4)</td>
</tr>
<tr>
<td>Retweet n (%)</td>
<td>1392 (38.92)</td>
<td>90 (16.7)</td>
<td>310 (39.9)</td>
<td>176 (37.7)</td>
<td>202 (43.4)</td>
<td>168 (39.6)</td>
</tr>
<tr>
<td>Reply n (%)</td>
<td>570 (15.94)</td>
<td>0 (0)</td>
<td>103 (13.3)</td>
<td>113 (24.2)</td>
<td>84 (18.1)</td>
<td>123 (29.0)</td>
</tr>
<tr>
<td>Mean number of followers</td>
<td>11,709</td>
<td>59,437</td>
<td>5667</td>
<td>1902</td>
<td>3663</td>
<td>1138</td>
</tr>
</tbody>
</table>

Of the profiles related to health care (n=111), almost one third (29.7%) were from a diverse range of support organizations and online health care businesses, such as those who provide health, fitness, and nutrition services online. One in five identified as either a midwife or a nurse. Fourteen percent identified as a medical doctor or consultant; however, none were from the field of obstetrics and gynaecology. Of the political profiles (n=122), one quarter identified themselves as a political figure in Ireland such as a Member of the Irish Parliament or a local Councillor. One in six profiles saw individuals identify themselves as activists (16.4%).

Over half of the status updates (53.3%; 226/424) posted by parents occurred on January 30th(Figure 2). One of the largest volumes of status updates, 13.2% (62/465), by those involved in politics occurred when the Minster for Health made an emotional statement while announcing a hospital investigation was to be undertaken. Almost one quarter (23.6%; 110/465) of status updates by those involved in health care occurred when the findings from the Chief Medical Officer’s report were published.

Figure 1. Frequency of status updates by date: (1) Current affairs television program Primetime air the episode entitled Fatal Failures relating to a cluster of perinatal deaths in Portlaoise hospital in the Republic of Ireland; (2) Minster for Health makes an emotional statement after meeting the families who had a perinatal death and announces the investigation by the Chief Medical Officer; (3) A mother releases a statement that she was only made aware that an investigation was undertaken on the perinatal death as a result of the Primetime program; (4) Findings from the Chief Medical Officer’s report are published; (5) It is confirmed that an independent investigation of the hospital will be undertaken by the Health Information Quality Authority; (6) The Health Service Executive confirm that a perinatal death occurred in Portlaoise hospital on March 8, 2014.
Qualitative analysis of the tweets resulted in the identification of five key themes: emotional reactions, cover-ups, accountability and governance, institutional responses, and unsafe maternity services (Figure 3).

**Emotional Reactions**

The majority of tweets, including retweets and replies, in this theme were characterized as negative responses where anger, distress, and upset were communicated. As the current affairs program “Fatal Failures” aired, tweets indicated that the viewers of the episode were shocked and upset by what was reported. A number of status updates indicated the frightening and distressing nature of the program (Textbox 1).

Tweeters sympathized with the families for the perinatal loss they had experienced. The tweets reveal how individuals expressed empathy for these parents as they tried to comprehend...
the loss experienced, thankful that they themselves had not experienced such tragedy (Textbox 1).

**Textbox 1.** Examples of tweets showing emotional reactions.

“Frightening & Distressing”

- That was so incredibly sad #rtept. My son, nieces & nephews were born in Portlaoise &I’ll go to bed tonight counting my blessings.
- Heartbreaking and chilling at the same time- has unsettled me #expectingno3 #rtept
- So terrible looking at these beautiful babies that never got a chance to live their lives. Very distressing. #rtept

“Empathy for Parents”

- This is so upsetting. Feeling blessed that my little baby was delivered safely in Portlaoise. My heart goes out to those not as lucky #rtept
- Absolutely shocking #rtept Report Fatal Failures, heart goes out to families, should never have happened & should never happen again!
- Just bawled my eyes out all the way through @RTE_PrimeTime My heart goes out to those families who lost their babies unnecessarily #rtept
- My heart goes out to the mothers and fathers featured on #rtept #primetime I don’t think I’d have the strength if I was in their shoes
- @RTE_PrimeTime fantastic report, impossible viewing, inspiring families, cruel cruel system. Congrats. Hard not to be angry.

“Shock & Anger”

- Can only imagine the torture of the uncertainty, questions, what ifs, maybe, if onlys these parents must have gone through for years #rtept
- @RTE_PrimeTime absolutely shocking behavior. Hard to watch.
- Cannot believe what they did at Portlaoise hospital, an utter disgrace to the medical profession. #Sickening
- Heartbreaking watching #rtept Not good enough #HSE Shame on the hospital. My thoughts are with those brave families. Devastated lives.
- Disgusted by the HSE and Portlaoise Hospital. Incompetent callous and cowardly #rtept

The shock and anger expressed on Twitter were aggravated by the portrayal of the hospital staff and management. The fundamental values of care and compassion, which are normally attributed to those who provide health-related services, were at odds with the televised representation of those who were responsible for the care of the families who had experienced perinatal loss (Textbox 1).

**Textbox 2.** Examples of tweets showing cover-ups and frustration with both the Irish Government and the Health Service Executive.

“Cover-ups”

- #rtept on neonatal deaths horrific viewing #HSE comes out poorly obstructing info to families, spokesman dodging issues, evasive.
- #rtept I find the cover-up so much more distressing than the actual deaths
- It was appalling for all but the mother who was left believing that something she did may have caused the death was just cruel
- How do they sleep at night knowing they’ve sent somebody home not knowing why they’re really leaving hospital without their baby. #rtept

“Frustration”

- Are we to assume reports were made available only because #rtept were investigating?
- Reilly seeks report on baby deaths...surely our Health Minister doesn’t need a TV docu to prompt an investigation
- #rtept shows again & again how reports are published & never implemented in our hospitals so women & babies die
- We never learn! Barely a word about the HIQA #Savita report recommendations. Where is the sense of urgency about improving standards. #rtept
- HSE guy - I regret “‘IF’” any actions...... The usual PR speak. Maddening #rtept
The Irish national broadcaster, and the journalists involved in the investigation, were praised for their role in informing the public firstly of the occurrence of the perinatal deaths but also of the suppression of information by the hospital.

#rtept Public Service Broadcasting at its best tonight!
Harrowing stories of avoidable infant deaths at Portlaoise maternity hospital.
Common theme in Ireland on internal investigations, first instinct is to cover up, obstruct and frustrate. #rtept
Midwives in Portlaoise knew trouble was brewing and they were ignored. Maybe social media is the way forward so the public is informed.

Tweets indicated frustration with both the Irish Government and the Health Service Executive, whereby their actions were seen as reactive and defensive (Textbox 2). It was suspected that the only motivating factor to investigate the health service was as a result of the expose by the Irish broadcaster rather than genuine concern for ensuring that health care standards are met.

Accountability and Governance
Tweets reveal immense dissatisfaction with the health care authorities as it was believed that if the recommendations of previous investigations on the Irish Maternity Services had been implemented these perinatal deaths would have been avoided (Textbox 3).

The tweets also revealed concern that there are no obvious implications when recommendations are not implemented or adhered to. Moreover, these tweets revealed how individuals appeared to be resigned to the fact that no official within Government or the health care authorities would be identified and held responsible for these failures (Textbox 3).

Given the belief that neither the Government or the health care authorities would take appropriate action, a criminal investigation was endorsed.

Textbox 3. Examples of tweets showing accountability and governance.

“Immense Dissatisfaction”
#rtept sounds like complacency was rife in #Portlaoise no action taken on recommendations leading to unnecessary deaths, CTG, oxytocin
How many reviews and investigations do we need to have before change occurs - women and babies and all families deserve better #rtept

“No Implication, No Responsibility”
And tomorrow we Will discover that nobody Will be held accountable! #hse #rtept
The frustrating thing is nothing will change, where’s the accountability, where is the governance. #Rtept
yes but we hear that “the hospital” is to blame, convenient to blame a building #noaccountability
James Reilly YOU are the head of the health service and have failed people across the board, change must come from the top down #portlaoise
It’s so important that someone is held responsible for the deaths of the babies in Portlaoise Hospital. Can’t be allowed to fade from media.

“Criminal Investigation”
Isn’t failure to act....negligence, and when it results in death, manslaughter...? #rtept
@Newstalkfm what was allowed to continue is worse than negligence, it was criminal, the gardai should be sent into that hospital

Institutional Responses
Governmental responses, which were shared on Twitter by those in media, initially rallied behind the online reactions describing the events which occurred in Midland Regional Hospital, Portlaoise as inappropriate and unacceptable. The Government made assurances that a thorough investigation would be undertaken and the findings from this investigation would be acted upon to safeguard against similar events happening again (Textbox 4).

Twitter was not utilized as a platform by any health care authority to release a statement in relation to the perinatal deaths. The initial response from medical institutions and professionals from the obstetric community utilized traditional methods of communication to inform the public that the maternity services were safe, making reference to the countries’ rates of perinatal death. These statements were then edited and tweeted by those working within media (Textbox 4).
Textbox 4. Examples of tweets showing government and institutional responses.

“Governmental Responses”

*Emotional Health Minister says Portlaoise concerns will be addressed*

Health Minister James Reilly says he was deeply disturbed by the RTE Prime Time revelations about child deaths at Portlaoise Hospital

Kenny: No family should have to fight for truth in our health system (via @thejournal_ie)

Minister Shatter calls the manner in which Portlaoise Hospital treated families, as revealed in recent days, inexcusable.

“Institutional Responses”

The @RCPI_ObsGyn has issued a statement to reassure people about Irish maternity services following last night’s #rtept programme.

Prof Fionnuala McAuliffe, @RCPI_ObsGyn, says Ireland is a very safe country in which to have a baby, with low rates of perinatal deaths.

As the public’s concern about the Irish maternity services rose it became more evident that there may be possible implication on service attendance. The Government responded by focusing on reassuring the public that these services were indeed safe.

EK: Portlaoise “will ensure that Ireland will continue to be recognised as one of the safest countries in the world in which to give birth”

Gilmore reassures women over maternity services

Unsafe Maternity Services

Concern and uncertainty arose whereby the professional motives of the obstetric community and the Government were called into question. Status updates over the two months indicated the skepticism that was generated in relation to the management of not only the unit in question, which was branded as unsafe, but also the governance of the entire maternity service in Ireland (Textbox 5).

Textbox 5. Examples of tweets showing skepticism and doubts surrounding safety.

“Skepticism”

*Optimum ratio of midwives to patients 1:28. Ratios at Portlaoise hospital 1:75. How can this be possible?#unsafelabours*

*#portlaoise maternity service cannot be regarded as safe and sustainable within its current governance arrangement*

*I wonder if all maternity units were looked at would the others come out squeaky clean? So sad for those women and their families #rtept*

*The claim that Ireland is one of the safest countries in which to give birth ringing ever more hollow #rtept*

“Doubts Surrounding the Safety”

*HSE probe fifth baby death at Portlaoise Hospital as damning report brands it “unsafe”*

*I suspect you will be hearing a lot about ‘never events’ and Portlaoise Hospital in the coming days. CMO report must be read to be believed.*

*In 2006, 08, 09 & 12, there were 4 neonatal deaths at the maternity unit in Portlaoise from ‘never events’ according to CMO*

*Portlaoise report recommends adverse events in low risk pregnancies to be deemed “never events”.*

The publication of the investigation by the Chief Medical Officer further reinforced doubts about the safety of Portlaoise hospital. In the report the Chief Medical Officer states that, in Ireland in a low-risk pregnancy, any maternal or perinatal death associated with labor or delivery are to be documented as perinatal “never events”[15].

Tweets indicated that there was a lack of confidence in the quality of care currently being provided, with some women tweeting their reluctance to engage with or attend the services as they did not consider the services safe.

*I’d rather give birth on the side of the road than in that hospital #RtePT #HSE heartbreaking stuff*

*Heartbreaking and chilling at the same time- has unsettled me #expectingno3 #rtept*

That won’t ease my worries though, due to have baby in Portlaoise in early July :(

As someone due to give birth soon, I’ll [be] watching that CTG trace monitor like a hawk after #rtept & demanding fast action if needed.

Discussion

Principal Findings

From January 29 till March 31, 2014 there were 3577 status updates; including tweets, retweets and replies, posted on Twitter relating to a cluster of perinatal deaths that occurred in a maternity unit in the Republic of Ireland. Of these status updates, 40% were posted during January 29-31 which coincided with the airing of the current affairs program which brought the perinatal deaths to the attention of the public.
Limitations

The content of social media can be exploited by health care authorities whereby an analysis of tweets allows health care authorities to identify and respond to concerns [3,13]. However, our study may be limited by a few factors. First, the aim of the study was to evaluate the response on Twitter to the perinatal deaths; however, we restricted our search to publicly available status updates. Twitter is an open forum where it is possible for connections to be nonreciprocal as a person may choose to follow an account and may not be followed in return. Yet, there are exceptions whereby account holders are given the opportunity to protect their account and make status updates available solely to those they give permission to. Twitter also provides the facility for users who are following each other to direct message each other, these messages are private and are not searchable through the search facility on Twitter. Second, our study may be limited by our search terms; however, we believe our search strategy was comprehensive as our list of terms was initially developed independently by two of the researchers (SM and LC) and that all terms identified by both researchers were included in the final list of search terms. The data from this study show that interest in the events spiked and declined quickly which is similar to previous published data; however, it would be of interest to examine the perception of perinatal death over a longer period of time to ascertain any differences in public reaction. Finally, studies have illustrated that Twitter is not fully representative of the general population [25] and therefore the results may be limited by selection bias. It would be of interest to determine if these findings would be observed following the examination of other social networking sites such as Facebook and/or following investigations which utilize more conventional social research methods offline.

Comparison With Prior Work

The findings of this study support the statement, as reported by Ampofo et al, that people now use digital space to instantaneously evaluate and share their experiences of health care services while, in this instance, watching a national current affairs TV broadcast [10]. By analyzing this content our study identified a number of key themes highlighting the concern about the events which occurred in the hospital but also regarding the governance of the entire health care service. During the course of the television broadcast the tweets indicated that individuals were both shocked and distraught by the events which resulted in four perinatal deaths. Over the course of the broadcast the sentiment observed in the tweets transitioned from distress to anger. Of particular concern to the online community is linked not only with expertise but also trustworthiness [31]. Peterson et al found that online users’ perception of credibility varied and studies indicate that credibility of online information is linked not only with expertise but also trustworthiness [31]. This is illustrated in our study by the tweets in response to statements from both the obstetric community and the government. Efforts to reassure the women that the maternity services were safe, by making reference to perinatal statistics, were considered deceptive and were believed to be misleading. This perception was reinforced following the publication of the Chief Medical Officer’s report which stated these deaths should from now on be considered as perinatal “never events” and that if such an event were to occur in the future, no reassurance can be derived from summary statistics such as perinatal mortality rates [22].

This study found that one third of all the content generated on Twitter in relation to the perinatal deaths was from media outlet accounts or media personnel. Almost all the content tweeted by media outlets were tweets of original content including news reports and updates. Media personnel were more likely to retweet the information generated by media outlets. This activity is suggestive of the influence the media has within digital spheres and its potential to influence not only perceptions but subsequently the announcement of an enquiry and the publication of the enquiry.

Research in relation to health communication is now focused on the participatory nature of the Internet with particular reference to social media [13]. This reveals how the public can play a larger role in the various stages of knowledge translation which includes information generation, filtering, and as well as knowledge amplification [13]. Our findings highlight the participatory nature of social media, in particular the filtering and amplification of knowledge generated around the perinatal deaths. This study found that almost half of all status updates which were replies were posted on the 30th of January when the TV episode “fatal failures” was aired. Replies, when individuals were posting a response to a tweet, were indicative of individuals either supporting a statement or sentiment posted or querying the content which was posted. Chou et al state how this process has transformed the pattern of health-related communications, whereby online information sharing is considered more democratic given that it can be controlled by the patients, who share the information of importance to them [28]. However, these developments have raised concerns among health professionals and policy makers [29]. Due to the nature of social media information can be generated and circulated to a wide audience very quickly. Thus, although unintended, Chou et al state that negative health impacts due to misinformation can occur [28]. The findings from this study indicate that the deaths which occurred were perceived as preventable and that any future perinatal deaths should be prevented. Thus, given that the tweeters were becoming increasingly distrusting of the Health Service Executive and the Government, our data would suggest that the users considered the information provided online and through the media as more credible. This finding is in line with those of Coleman et al whereby people, in particular those from a lower socioeconomic status, believed that information posted online by those similar to them was more credible [30]. Peterson et al found that online users’ perception of credibility varied and studies indicate that credibility of online information is linked not only with expertise but also trustworthiness [31]. This is illustrated in our study by the tweets in response to statements from both the obstetric community and the government. Efforts to reassure the women that the maternity services were safe, by making reference to perinatal statistics, were considered deceptive and were believed to be misleading.

This study found that one third of all the content generated on Twitter in relation to the perinatal deaths was from media outlet accounts or media personnel. Almost all the content tweeted by media outlets were tweets of original content including news reports and updates. Media personnel were more likely to retweet the information generated by media outlets. This activity is suggestive of the influence the media has within digital spheres and its potential to influence not only perceptions but subsequently the announcement of an enquiry and the publication of the enquiry.

Research in relation to health communication is now focused on the participatory nature of the Internet with particular reference to social media [13]. This reveals how the public can play a larger role in the various stages of knowledge translation which includes information generation, filtering, and as well as knowledge amplification [13]. Our findings highlight the participatory nature of social media, in particular the filtering and amplification of knowledge generated around the perinatal deaths. This study found that almost half of all status updates which were replies were posted on the 30th of January when the TV episode “fatal failures” was aired. Replies, when individuals were posting a response to a tweet, were indicative of individuals either supporting a statement or sentiment posted or querying the content which was posted. Chou et al state how this process has transformed the pattern of health-related communications, whereby online information sharing is considered more democratic given that it can be controlled by the patients, who share the information of importance to them [28]. However, these developments have raised concerns among health professionals and policy makers [29]. Due to the nature of social media information can be generated and circulated to a wide audience very quickly. Thus, although unintended, Chou et al state that negative health impacts due to misinformation can occur [28]. The findings from this study indicate that the deaths which occurred were perceived as preventable and that any future perinatal deaths should be prevented. Thus, given that the tweeters were becoming increasingly distrusting of the Health Service Executive and the Government, our data would suggest that the users considered the information provided online and through the media as more credible. This finding is in line with those of Coleman et al whereby people, in particular those from a lower socioeconomic status, believed that information posted online by those similar to them was more credible [30]. Peterson et al found that online users’ perception of credibility varied and studies indicate that credibility of online information is linked not only with expertise but also trustworthiness [31]. This is illustrated in our study by the tweets in response to statements from both the obstetric community and the government. Efforts to reassure the women that the maternity services were safe, by making reference to perinatal statistics, were considered deceptive and were believed to be misleading. This perception was reinforced following the publication of the Chief Medical Officer’s report which stated these deaths should from now on be considered as perinatal “never events” and that if such an event were to occur in the future, no reassurance can be derived from summary statistics such as perinatal mortality rates [22].

This study found that one third of all the content generated on Twitter in relation to the perinatal deaths was from media outlet accounts or media personnel. Almost all the content tweeted by media outlets were tweets of original content including news reports and updates. Media personnel were more likely to retweet the information generated by media outlets. This activity is suggestive of the influence the media has within digital spheres and its potential to influence not only perceptions but subsequently the announcement of an enquiry and the publication of the enquiry.
also patients’ decision making in relation to health care services. Ampofo et al refer to this process as “mediatisation” whereby the logic of the media guides behaviors and decision making throughout society [10]. This phenomenon was also identified in a study undertaken by Donelle and Booth who demonstrated that tweets and public discussions related to health promotion were shaped by a political-media social dynamic [24]. These authors concluded that it is important to determine how the influence of this dynamic on the representation of health, through social media, impacts on the public perception and interaction with health care [24]. Our findings suggest that during this period tweeters perceived the Irish maternity services as unsafe. A recent news article has indicated that there has been a 12% reduction in the number of births in the hospital under review, with the Health Service Executive confirming that in the direct aftermath of the controversy a reduction in attendances at booking clinics was observed [32]. The findings from this, and other similar studies, have shown that Twitter may have the potential to influence patients’ decision making and behavior. Twitter was not utilized as a platform by any health care organization or authority to release a statement in relation to the perinatal deaths. One consequence of this is that the message was broadcasted through the media, which potentially inhibits the ability for the intended message to be delivered to its target audience. Lagan et al stress that dissemination valid health information could be beneficial. Developing tools to utilize social media sites, such as Twitter, to further study to identify how the obstetric community could and respond to the concerns in relation to health care services. Our study highlights the need to exploit social media effectively in order for health care providers and policy makers to identify and respond to the concerns in relation to health care services. Further study to identify how the obstetric community could develop tools to utilize social media sites, such as Twitter, to disseminate valid health information could be beneficial.
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Chiropractic and Spinal Manipulation Therapy on Twitter: Case Study Examining the Presence of Critiques and Debates

Abstract

Background: Spinal manipulation therapy (SMT) is a popular though controversial practice. The debates surrounding efficacy and risk of SMT are only partially evident in popular discourse.

Objective: This study aims to investigate the presence of critiques and debates surrounding efficacy and risk of SMT on the social media platform Twitter. The study examines whether there is presence of debate and whether critical information is being widely disseminated.

Methods: An initial corpus of 31,339 tweets was compiled through Twitter’s Search Application Programming Interface using the query terms “chiropractic,” “chiropractor,” and “spinal manipulation therapy.” Tweets were collected for the month of December 2015. Post removal of tweets made by bots and spam, the corpus totaled 20,695 tweets, of which a sample (n=1267) was analyzed for skeptical or critical tweets. Additional criteria were also assessed.

Results: There were 34 tweets explicitly containing skepticism or critique of SMT, representing 2.68% of the sample (n=1267). As such, there is a presence of 2.68% of tweets in the total corpus, 95% CI 0-6.58% displaying explicitly skeptical or critical perspectives of SMT. In addition, there are numerous tweets highlighting the health benefits of SMT for health issues such as attention deficit hyperactivity disorder (ADHD), immune system, and blood pressure that receive scant critical attention. The presence of tweets in the corpus highlighting the risks of “stroke” and “vertebral artery dissection” is also minute (0.1%).

Conclusions: In the abundance of tweets substantiating and promoting chiropractic and SMT as sound health practices and valuable business endeavors, the debates surrounding the efficacy and risks of SMT on Twitter are almost completely absent. Although there are some critical voices of SMT proving to be influential, issues persist regarding how widely this information is being disseminated.

Introduction

Despite its popularity, spinal manipulation therapy (SMT) remains a controversial practice in some circles [1,2]. While there are studies that suggest it is effective for some conditions—such as lower back pain [3-5]—other studies have questioned its clinical value or have found it to be no more effective than other approaches [6-11]. The issue of risk has also stirred debates. While some believe the concerns are overstated [12-15], other commentators point to possible serious health risks associated with treatment [16-23]. Complications are also evident in terms of establishing and evaluating the
safety culture of SMT [24]. Further adding to the debate is the fact that many chiropractic clinics make claims about the health benefits of SMT for ailments for which there is little to no evidence such as for the treatment of attention deficit hyperactivity disorder (ADHD), asthma, and the boosting of the immune system [25-28]. Although data are uncertain on exactly how many people are treated for the mentioned conditions, these kinds of marketing claims are common and have created policy challenges throughout the world [26,28-30].

In this study, we explore how SMT and related controversies are addressed on social media. A growing body of literature has considered the impact and growing significance of social media, such as Twitter, as a source of health information for the general public [31-34]. Exactly how health information gets disseminated and how people are affected by that information, however, remains complex even though there seems to be little doubt that social media play an increasingly significant role [35,36]. On one hand, it has been noted that social media can function as a democratic, information-disseminating tool which increases the exposure to new information and diverse perspectives [37]. On the other hand, some recent studies have demonstrated how online social networks can come to be structured on the basis of social homophily [38], whereby individuals increasingly and primarily interact with others similar to themselves [39-41]. As a result, studies have shown that using social media can limit the diversity of one’s news [42,43] as well as create political polarization over contentious issues, especially on Twitter [44-46].

Although studies show that social media can expose individuals to novel information and diverse opinions [40,43,47], it also has the potential to create “filter bubbles” or “echo chambers,” structured with ever-increasing personalization algorithms, in which one’s views and perspectives are more often reinforced than called into question [48-50]. Because having limited access to varying perspectives can play a role in augmenting validation and confirming potential bias despite the presence of contradictory information, [51-53] questions are raised as to how positions on a health topic such as SMT are formed, held, reinforced, and contested. Understanding how chiropractic and SMT is portrayed on Twitter, therefore, will provide insight into both the salience of the efficacy or risk debate, the public understanding and awareness of the associated controversies, and the manner in which health information is disseminated.

Methods

In order to capture public discussions about SMT (eg, “spinal manipulation therapy” is a technical term unlikely to be used by the public on Twitter, particularly given the 140 character limit), we used broad search criteria including the terms “chiropractic,” “chiropractor,” and “spinal manipulation” on Twitter’s Search API. As written on Twitter’s frequently asked questions, API stands for “Application Programming Interface” and “is a defined way for a program to accomplish a task, usually by retrieving or modifying data” [54]. In practical terms, Twitter provides the programming code structuring their media, which allows users to design and build software that interacts with Twitter and its data. Our team designed a program that interacts with Twitter’s API search engine allowing us to input search terms, then collect and store all tweets in which those terms appeared. Although very large datasets can be built through Twitter’s API, it is not possible to obtain every tweet matching the search criteria. Instead, tweets deemed most “relevant” are provided by Twitter.

An initial search revealed over 3,000,000 tweets, so we selected the most recent full month: December 2015, and created 3 corpora based on each of the terms mentioned. “Spinal manipulation” is a term used frequently by health care providers but not the general public, so for the purpose of this study, the more inclusive terms “chiropractic” and “chiropractor” were also searched to access more general Twitter discourse. Important to note is that searching for tweets with the terms “chiropractic” and “chiropractor” also captured these terms prefixed with a hashtag (#), a key component of Twitter communication [32,47,55]. Data collection of each tweet included: username, twitter handle, tweet, number of retweets, number of likes, time and date, and city location (if the Twitter user had included geo-tags). The data collection resulted in the following number of tweets (including retweets): Corpus 1, “chiropractic,” 18,354 tweets; Corpus 2, “chiropractor,” 12,918 tweets; and Corpus 3, “spinal manipulation,” 67 tweets.

An initial exploratory analysis of approximately 600 tweets in each of Corpora 1 and 2, as well as the entire Corpus 3 was conducted in order to identify general themes in the discourse [56]. Next, spam was deleted from Corpora 1 and 2 by highlighting very active users (more than 15 tweets in the month) and removing accounts deemed to be bots, which are automated (robotic) accounts programmed to perform simple, repetitive tasks on social media. On Twitter, a bot might tweet to provide links to a wide range of promotional material, follow accounts that other accounts follow, retweet others’ tweets based on key words, or tweet nonsensical phrases with embedded key words. Bots typically have no bios, tweet extensively and periodically (eg, every hour), and are seldom followed by human users. In addition, because there were a large number of bots spreading promotional spam in the corpus, all usernames with the words “job” or “deal” were removed on the grounds of being promotional spam bots. Although spam does provide data worthy of analysis, real and active users with a large body of “followers” are much more influential [57]. Following the removal of most discernible spam and bots, the final number of tweets in each corpus is as followed: Corpus 1, “chiropractic,” 11,446 tweets; Corpus 2, “chiropractor,” 9182 tweets; and Corpus 3, “spinal manipulation,” 67 tweets.

Using a confidence level of 95% and a CI of 3.9, it was determined that a sample of 600 tweets, sequentially organized by date were to be analyzed in Corpora 1 and 2 (n=1200). All tweets were analyzed in Corpus 3 (n=67). Tweets were deemed skeptical or critical if they raised any doubts of efficacy, highlighted potential health risks, mentioned excessive pain, labeled the treatment with negative, derogatory terms, linked the treatment with criminal activity or questionable health practices, or asked questions concerning efficacy that were, at times, followed by links. After all skeptical or critical tweets were identified, each tweet was analyzed with greater scrutiny (opening links, viewing emojis and pictures, and assessing the context of the
dialogue) and was identified as explicitly containing skeptical or critical views of SMT. Because textual analysis is often understood to be a subjective process, 50% of the total tweets in the sample (n=600) were tested for inter-coder reliability using Cohen kappa, resulting in $\kappa = .95$. This Kappa score indicates almost perfect inter-rater agreement according to Landis and Koch’s benchmark standards [58].

To shed light on how the tweets were disseminated, the number of mentions and hashtags in each critical or skeptical tweet were counted. A mention is a Twitter tool whereby a tweet contains the “@” sign, followed by a username of another Twitter account. This user who is mentioned is notified of appearing in another person’s tweet. Using mentions often creates dialogue between twitter users. A hashtag, “#,” followed by a key word or phrase is a way to create an information category in which relevant information can be appended. Hashtags can be searched on Twitter to view all tweets constituting a particular category.

Next, the presence of skeptical or critical tweets were assessed by assembling lists of the top 10 retweets and liked tweets in each corpus. Assessing retweets and likes highlights how much attention particular tweets have been given and illustrates which information is most widely disseminated using Twitter tools. In addition, in order to explore how controversial applications of SMT are represented, all tweets containing “ADHD,” “immune system,” and “blood pressure” (all applications with evidence to support the use of SMT) were highlighted and examined. The objective was to determine if there were tweets critical of claims suggesting chiropractic or SMT can benefit ailments pertaining to these health issues. Finally, all tweets with the key words: “vertebral artery dissection” or “stroke,” were identified and analyzed, as these terms, highlighted in the relevant literature on risk, are indicative of potential risks associated with SMT [13,21,22].

Results

Of all tweets analyzed in Corpora 1 and 2 (n=1200), a total of 77 tweets (6.42%), 95% CI (2.52%-10.32%) contained skeptical or critical sentiment. Following in-depth analysis, 25 of the 77 tweets contained explicitly skeptical or critical content, representing 2.08% of the more general Twitter discourse, 95% CI (0%-5.98%). In Corpus 3: “spinal manipulation” (n=67), 25 tweets, 37% of the corpus, contained skeptical or critical sentiments. Following in-depth analysis, 9 of the 25 tweets contained explicitly skeptical or critical content, representing 13% of the Corpus. Of the 34 total skeptical or critical tweets, a total of 7 contained mentions (21%) and 5 contained hashtags (15%). For examples of skeptical or critical tweets, refer to Figure 1. To view all skeptical or critical tweets, refer to Multimedia Appendix 1.

Regarding benefits for specific health issues, a total of 88 tweets of 20,695 mentioned the terms “ADHD,” “immune system,” or “blood pressure.” Of those 88 tweets, 4 (5%) were identified as skeptical or critical (Table 1). These 4 tweets can be found in the Multimedia Appendix 1. In terms of highlighting specific risks associated with SMT, of 20,695 tweets, 30 (0.14%) mentioned “stroke” or “vertebral artery dissection.” Of these 30 tweets, 22 (73%) contained explicitly skeptical or critical content (Table 2). Of these 22 tweets, all unique skeptical or critical tweets can be found in the Multimedia Appendix 1. Finally, regarding tweet impact in their respective Corpus, 4 skeptical or critical tweets ranked in the top 10 for retweets, whereas 1 skeptical or critical tweet ranked in the top 10 for likes (Figure 2). All these tweets were found in Corpus 1.

Table 1. Tweets and skeptical or critical tweets for health issues.

<table>
<thead>
<tr>
<th>Health issue term</th>
<th>Tweets containing term</th>
<th>Skeptical or critical tweets containing term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attention deficit hyperactivity disorder</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>Immune system</td>
<td>44</td>
<td>1</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>26</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>88</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2. Tweets and skeptical or critical tweets highlighting risks of spinal manipulation therapy.

<table>
<thead>
<tr>
<th>Term associated with risk</th>
<th>Total tweets containing term</th>
<th>Skeptical or critical tweet containing term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Vertebral artery dissection</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td>22</td>
</tr>
</tbody>
</table>
**Figure 1.** Examples of skeptical or critical tweets with usernames replaced by @#####.

<table>
<thead>
<tr>
<th>Term in tweet</th>
<th>Example tweets</th>
</tr>
</thead>
</table>
| Chiropractic                | Thinking about chiropractic thyroid program? Here’s @#####’s take http://abt.cm/1ZUYvlu  pic.twitter.com/HNYArsWvao  
What did not cure my infection: Magic, organic food, chiropractic, homeopathy, acupuncture.  
What did cure my infection: Big pharma.  
@##### @##### ASRF holds charity status. This must end #StopAVN  
#auspol #chiropractic @#####  
https://twitter.com/Suoleraci/status/681287717049597952  ...Vitalistic  
Chiro is not science-based health care  
pic.twitter.com/7JhVExn0m                                                                                                                                 |
| Chiropractor                | Just once, I’d love to see a chiropractor who got busted for doing something unprofessional say “Fair cop, guv. You got me. I was wrong”  
Going to the chiropractor actually made my back worse... Is that possible?  
Everytime I go to the chiropractor I end up in more pain than before ):                                                                                                                                 |
| Spinal manipulation         | Improper Chiropractic spinal manipulation has been linked with increased risk of stroke. We can help. http://bit.ly/1AD9nLr  
Spinal manipulation/mobilisation for neck pain: caution is warranted http://edzardernst.com/2015/12/spinal-manipulationmobilisation-for-neck-pain-caution-is-warranted/  ... via @#####  
No change in cervical lordosis after spinal manipulation [prospective trial]. Surprise, surprise!  
Discussion

Principal Findings

This analysis of social media finds that the efficacy of chiropractic and SMT is rarely doubted or questioned on Twitter. In addition, the potential risks are rarely mentioned or debated. The manner in which efficacy and risks are tweeted across the 3 corpora, based on the different search terms, however, reveals some insights regarding how contentious or contrary information is, or can be, disseminated on the social media platform.

“Spinal manipulation” is a more specialized term and as a result seems likely to be associated with more technical twitter discussions. As evident in Multimedia Appendix 1, of the 9 skeptical or critical tweets using “spinal manipulation” include a link to academic studies or research. Tweeters using this term, therefore, seem more aware of the debates surrounding the efficacy and potential risks of SMT.

Although both terms “chiropractor” and “chiropractic” yielded very few skeptical or critical tweets, some of the skeptical or critical tweets using “chiropractic” had been liked and retweeted significantly. This suggests that some skeptical or critical perspectives have an impact on the tweeting public despite the fact that their voices are marginal in number. A question arises, however, as to whether this information is simply being liked and retweeted by like-minded individuals inside of a social network bubble or if this information is reaching new audiences [48]. Even the discussions around highly controversial uses of SMT—as highlighted by our analysis of the Tweets associated with asthma, ADHD, and the immune system—did not generate significant critical attention.

Studies have shown that group polarization is prevalent in Twitter conversations involving politics and contentious issues [44,45,59], thereby limiting information dissemination among those with opposing views. It is yet to be explored, however, as to whether something similar occurs in health-related discourse on Twitter. If it is the case that the increasingly personalized algorithms structuring the Internet expose individuals more often to information that reinforces one’s view and less often to novel information [48], it’s possible that heuristics like the confirmation bias are being magnified [51-53]. The degree to which information is shared among dissimilar individuals on social media regarding less politicized topics, such as health, still requires further research [59]. Regardless,
on Twitter, studies have shown that hashtags and mentions can prove to be useful tools for disseminating information more widely and for engaging more diverse audiences [45,47]. In our study, of the 34 tweets explicitly expressing skepticism or doubt in the sampled tweets, only 7 included mentions and 5 included hashtags. This arguably demonstrates a narrow scope of information dissemination. In short, those in the health community wishing to make their critiques of chiropractic and SMT better known to a broader public might find using mentions and hashtags beneficial to their cause—especially because of the impact that Twitter can have on the formation of views is well-documented [35,36].

Limitations
This study has several limitations worth noting. Given the nature of Twitter discussions and the somewhat limited access provided by Twitter’s API, it can be challenging to capture a comprehensive collection of tweets on any topic. In addition, other potential terms such as “chiro” and “spinal adjustment” are present on Twitter, which may produce datasets with somewhat different results. Finally, although December 2015 was chosen at random, there is nothing to suggest that other time frames would be significantly similar or different. Despite these limitations, this study highlights the degree to which discussions of risk and critical views on efficacy are almost completely absent from Twitter.

Conclusion
In total, Twitter representations of SMT and chiropractic are overwhelmingly not skeptical or critical. The ongoing debates regarding efficacy and risk in the academic literature and the popular press [60-62] do not have a strong presence on Twitter. This study provides insight into how Twitter users discuss SMT and chiropractic and suggests that, in the aggregate, the information on this social media platform is far from balanced or informed. Although voices do exist which raise concerns of SMT efficacy and highlight potential risks associated with the practice, their presence is marginal in overall Twitter discourse.
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Abstract

Background: Studies suggest that where people live, play, and work can influence health and well-being. However, the dearth of neighborhood data, especially data that is timely and consistent across geographies, hinders understanding of the effects of neighborhoods on health. Social media data represents a possible new data resource for neighborhood research.

Objective: The aim of this study was to build, from geotagged Twitter data, a national neighborhood database with area-level indicators of well-being and health behaviors.

Methods: We utilized Twitter’s streaming application programming interface to continuously collect a random 1% subset of publicly available geolocated tweets for 1 year (April 2015 to March 2016). We collected 80 million geotagged tweets from 603,363 unique Twitter users across the contiguous United States. We validated our machine learning algorithms for constructing indicators of happiness, food, and physical activity by comparing predicted values to those generated by human labelers. Geotagged tweets were spatially mapped to the 2010 census tract and zip code areas they fall within, which enabled further assessment of the associations between Twitter-derived neighborhood variables and neighborhood demographic, economic, business, and health characteristics.

Results: Machine labeled and manually labeled tweets had a high level of accuracy: 78% for happiness, 83% for food, and 85% for physical activity for dichotomized labels with the $F$ scores 0.54, 0.86, and 0.90, respectively. About 20% of tweets were classified as happy. Relatively few terms (less than 25) were necessary to characterize the majority of tweets on food and physical activity. Data from over 70,000 census tracts from the United States suggest that census tract factors like percentage African American and economic disadvantage were associated with lower census tract happiness. Urbanicity was related to a higher frequency of fast food tweets. Greater numbers of fast food restaurants predicted higher frequency of fast food mentions. Surprisingly, fitness centers and nature parks were only modestly associated with higher frequency of physical activity tweets. Greater state-level happiness, positivity toward physical activity, and positivity toward healthy foods, assessed via tweets, were associated with lower all-cause mortality and prevalence of chronic conditions such as obesity and diabetes and lower physical inactivity and smoking, controlling for state median income, median age, and percentage white non-Hispanic.

Conclusions: Machine learning algorithms can be built with relatively high accuracy to characterize sentiment, food, and physical activity mentions on social media. Such data can be utilized to construct neighborhood indicators consistently and cost effectively. Access to neighborhood data, in turn, can be leveraged to better understand neighborhood effects and address social
determinants of health. We found that neighborhoods with social and economic disadvantage, high urbanicity, and more fast food restaurants may exhibit lower happiness and fewer healthy behaviors.

(JMIR Public Health Surveill 2016;2(2):e158) doi:10.2196/publichealth.5869
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Introduction

There is an increasing recognition that health is determined by a myriad of factors, including where you live, play, and work [1-5]. Poor access to healthy food [6-10], abundance of fast food chains [11], lack of recreational facilities [12,13], and higher crime rates [7,14] have been shown to predict higher obesity rates. Environmental exposure to toxins, noise, and violence can be detrimental to health [15,16]. Conversely, neighborhood resources such as playgrounds for children, grocery stores, and gyms can be beneficial to health [17]. Adverse neighborhood conditions converge in poor, minority neighborhoods [18-21], thereby increasing health disparities.

Social environments can offer social and emotional support that buffers stressful life events [22]. Johns and colleagues found that neighborhoods with higher social cohesion had lower posttraumatic stress disorder [23]. Higher community happiness levels are linked with lower obesity, hypertension, and suicide rates as well as increased life expectancy [24-29]. Evidence also suggests that emotional states such as happiness, optimism, depression, or suicidality can spread through social networks [30-33]. The social environment can offer opportunities for social control in regulating unhealthy behaviors and facilitating the social learning of healthy behaviors but can also promote risky behaviors. Health behaviors, such as food consumption, health screening, smoking, alcohol consumption, drug use, and sleep have also been observed to spread through social networks [34-37].

The extreme scarcity of neighborhood data greatly limits research on neighborhood effects. Some places [38,39] have extensive neighborhood data collected on them, but they are the anomaly rather than the rule, and it is difficult to make comparisons across geographies because available measures vary greatly across them. Neighborhood data collection is expensive and time consuming and only available for certain time periods [40]. Widespread usage of the Internet and open recording of many transactions (eg, Yelp reviews, Foursquare check-ins, and reporting of personal opinions and behaviors through social media) has led to the availability of massive amounts of data that enable understanding of previously hidden local area interactions. Researchers are increasingly utilizing social media and user-generated data to track health behaviors and perform health surveillance (eg, for outbreak detection) [41-45]. Others have used social media to track sleep issues [46], personal health status disclosed by Twitter users [47,48], and patient-perceived quality of care [49].

In this study, we explored the utility of building a national neighborhood database from geotagged Twitter data to characterize well-being and health behaviors. We validated our machine learning algorithm for constructing indicators of happiness, food, and physical activity by comparing machine-generated values to values generated by human labelers. In addition, we explored associations between Twitter-derived neighborhood variables and neighborhood demographic and economic characteristics. This project makes significant, relevant contributions to the field because neighborhood environments are increasingly linked to an array of important health outcomes and this project addresses the limits to research resulting from the lack of neighborhood data by providing new, cost-efficient data resources and methods for characterizing neighborhoods. To our knowledge, our study was the first to attempt to create a national neighborhood database from Twitter data, with indicators constructed for public health researchers. The only other type of neighborhood data that is consistently available for local areas is census data on the compositional characteristics of neighborhoods. Twitter is uniquely suited to characterize the social environment, including prevalent sentiment and health behaviors.

Methods

Social Media Data Collection

From February 2015 to March 2016, we utilized Twitter’s streaming application programming interface (API) to continuously collect a random 1% sample of publicly available tweets with latitude and longitude coordinates. Given that neighborhood researchers differ in their use and interest in data at the census tract and zip code level, we constructed neighborhood indicators at both levels thereby increasing the flexibility of our dataset to address the potential data needs of other researchers. In total, we collected 79,848,992 million geotagged tweets from 603,363 unique Twitter users in the contiguous United States (including District of Columbia). The median number of tweets per user was 4. Job postings (identified through hashtags #hiring, #jobs, and #job) were removed from the final analytic sample of tweets because these were pervasive and not central to the neighborhood variables we constructed.

Spatial Join and Neighborhood Definition

Each geotagged tweet was assigned a corresponding census tract and zip code it falls within, based on the latitude and longitude coordinates of where the tweet was sent. This spatial join procedure was implemented in Python (version 2.7.12; Python Software Foundation), a popular programming language for spatial data processing [50]. Specifically, Python libraries were used to read shapefile format vector data (PyShp 1.1.4), build an R-tree index on the polygon data (Rtree 0.8.2), and perform a spatial join operation (Shapely 1.5.12 and Fiona 1.6.1). The R-Tree was used to build a spatial index [51] on the national census tract and zip code polygon data to speed
computation. Tweets that were not assigned a census tract or zip code location included those with destinations bordering the United States (ie, Mexico and Canada). We linked 99.8% of tweets with geocordinates to their respective 2010 census tract and zip code locations. The term neighborhood used in this paper refers to both zip codes and census tracts. We mapped tweets to these two geographic boundaries because they are among the most popular neighborhood definitions utilized by public health researchers [52-54].

Processing Tweets
Duplicate tweets (ie, tweets with the same tweet ID, <1%) were removed computationally. Although Twitter’s API collects a random subset of 1% of publicly available tweets, users (especially spam accounts) who tweet often have potentially greater influence on variable values we construct. We examined outliers in our datasets (defined as the users whose tweets accounted for more than 1% of tweets in our dataset) and eliminated automated accounts and accounts for which the majority of tweets were advertisements. Processing and statistical analysis tasks were performed with Stata MP13 (StataCorp LP).

Construction of Neighborhood Variables From Twitter Data
From geotagged tweets, we derived variables that characterize happiness, food, and physical activity. Each tweet was divided into tokens using the Stanford tokenizer [55]. For processing of English text, tokens roughly correspond to words. We then built various algorithms utilizing tokens to create variables that characterize happiness and make references to food and physical activity. Below we describe in more detail our algorithms.

Sentiment Analysis
To conduct sentiment analysis, we utilized the Machine Learning for Language Toolkit (MALLET; AK McCallum, 2002), a Java-based package for statistical natural language processing, document classification, clustering, topic modeling, information extraction, and other machine learning applications to text. We leveraged the Maximum Entropy text classifier in MALLET to classify tweets as happy and not happy [56]. In order to train our classifier, we obtained training sets from the following resources: Sentiment140 [57], Sanders Analytics [58], and Kaggle [59]. We trained our classifier to differentiate between happy and not happy sentiments. We then ran our classifier on our national Twitter data to compute a happy score (range 0-1) for each tweet, where higher happiness scores indicate more positive sentiment. MALLET estimates predicted probabilities that a tweet is happy based upon word-level features. The classifier uses search-based optimization to assign weights that maximize the likelihood of the training data. However, unlike Naïve Bayes, the Maximum Entropy classifier does not assume conditional independence among features.

To calibrate the generated happiness scores with human generated labels, two raters manually read a random subset of 1200 tweets and assigned a value of 1 to happy tweets and 0 to not happy tweets. The initial interrater reliability was 92%, and discordant values were reviewed until a 100% agreement between raters was reached. To decide on a cut point for MALLET scores at which we would classify tweets as happy, we computed accuracy levels at different cut points of MALLET scores (Multimedia Appendix 1). Increasing the MALLET score improves the accuracy against human annotations but also reduces the calculated prevalence of tweets deemed as happy. A MALLET score of 0.80 achieves the highest level of accuracy while still maintaining a prevalence of happy tweets of 19% (which approximates the prevalence obtained by human annotations). Area under the receiver operating characteristic curve is approximately 0.7 for all MALLET cut points between 60 and 85.

Food Analysis
We compiled a list of over 1430 popular food words from the US Department of Agriculture’s National Nutrient Database [60]. Each food item was associated with a measure of caloric density, operationalized as calories per 100 grams. Fruits, vegetables, nuts, and lean proteins (ie, fish, chicken, and turkey) were labeled as healthy foods (340 food terms in total). Fried foods were not considered healthy foods. Our food list also contained popular national fast food restaurants such as McDonald’s and Kentucky Fried Chicken (captured via 154 food terms including popular variations of restaurant names) to enable quantification of fast food references. From April 2015 to March 2016, we collected and processed 4,041,521 geotagged food tweets. In the food dataset, the median number of tweets per user was 12 tweets.

To analyze food culture, each tweet was examined for words or phrases matching those on our list. Each food item on our list was described by one or two words. Our text-matching algorithm first searched over a tweet for matches to two-word foods (eg, orange chicken). It then searched over the remaining words for matches to one-word food terms (eg, taco). We computed caloric density by summing up all the foods mentioned in the tweet. We also created a count of healthy food references and fast food restaurant references for each tweet. Moreover, we leveraged our sentiment analysis to assess sentiment toward food. Specifically, we tracked sentiment around healthy foods and fast food. These variables (any food references, healthy food references, fast food references, caloric density, and sentiment toward healthy foods and fast food) were then aggregated and summarized at the census tract and zip code level to create neighborhood indicators of food culture.

Physical Activity Analysis
We created a list of physical activities using published lists of physical activity terms gathered from physical activity questionnaires, compendia of physical activities, and popularly available fitness programs [61,62]. Our physical activity list had 376 different activities that incorporate gym-related exercise (eg, treadmill, weight lifting), sports (eg, baseball), recreation (eg, hiking, scuba diving) and household chores (eg, gardening). We excluded popular phrases that generally do not relate to physical activity such as “walk away” and “running late.” Using metabolic equivalents associated with physical activities, we quantified the exercise intensity of each physical activity mention, scaled for a duration of 30 minutes and for a 155-pound individual [63], which approximates the weight of an average American adult [64,65].
Upon piloting our algorithm, we identified commonly used phrases or pop culture references that do not involve physical activity (eg, walking dead) which were manually coded and excluded. Moreover, in order to help reduce the possibility that the tweet was about watching rather than actually participating in the physical activity, we excluded the tweet if it contained any of the following terms: “watch,” “watching,” “watches,” “watched,” “attend,” “attending,” “attends,” and “attended.” In reviewing preliminary labeled physical activity data, we found that most tweets (over 90%) pertaining to team sports (eg, baseball, basketball, football, soccer) were about watching games rather than participating in them. Thus, for team sports, we required that the tweet include the words “play,” “playing,” or “played.”

Our algorithm created the following physical activity variables for each tweet: any physical activity mention, exercise intensity, and sentiment around physical activity. From April 2015 to March 2016, we collected 1,473,976 geotagged physical activity tweets. In the physical activity dataset, the median number of tweets per user was 5 tweets.

Quality Control Activities

A total of 5000 tweets have been manually labeled by two of the authors for quality control activities on food and physical activity. The authors manually labeled whether each tweet was food-related (2000), non–food-related (500), physical activity-related (2000), or non–physical activity-related (500). Excellent interrater reliability was achieved with greater than 90% agreement in all categories, and differences were discussed and resolved.

Among tweets our algorithm had labeled as food-related, 83% were labeled accurately when compared to labels generated by manual categorization. Among tweets our algorithm had labeled as non–food-related, 81% were labeled accurately (ie, both algorithm and human categorizers labeled the tweet as non–food-related). Overall, accuracy for food tweets was 83% and the F score was 0.86. It should be noted our algorithm could label a food-related tweet as non–food-related if the food reference was not in our food dictionary. Food items that are often associated with non–related food meaning, such as “perch,” have been excluded from our food dictionary. For tweets that had been mislabeled as food-related, commons reasons included food term used as a metaphor, in a pun, or for food advertisement.

Among tweets our algorithm had labeled as physical activity-related, 82% of them were labeled accurately when compared to labels generated by human categorizers. An accuracy of 97% was found among tweets labeled as non–physical activity-related by our algorithm. The F score was 0.90 and the overall accuracy was 85% for physical activity tweets. Typical errors in classification of physical activity tweets included the use of an idiom (eg, running late) or the tweet was about watching sports games rather than playing sports.

Additionally, we evaluated our algorithm on its ability to identify relevant food and physical activity terms within tweets. To do this, we examined a random subset of tweets that the algorithm had identified as positive for food (n=200) and physical activity (n=200). Here we focused on the accuracy of our algorithm to conduct string detection. We manually read the tweets to verify that manual annotations agreed with the terms detected. For food tweets, 87% of manual annotations matched all detected terms from the algorithm. Errors for nondetection of terms occurred when the tweet included a hashtag that had multiple food terms without spacing (eg, #chocolatebrownie) or when there were misspellings (eg, sandwich) or when the food was not on the food list. String detection for physical activity-related terms was more accurate with 98% of manual annotations matching detected terms from the algorithm. Errors included the omission of certain terms from the dictionary (eg, cycling) and use of hashtags without spacing of terms (#rununrun).

We further evaluated our sentiment analysis activities through Amazon Mechanical Turk (Mturk; Amazon.com Inc, Seattle, WA, USA), an online crowdsourcing marketplace [66]. We randomly selected 500 tweets with 50% labeled as happy and 50% as not happy by our algorithm. Then, we created 20 online surveys through random sorting, with each survey consisting of 25 tweets. We asked participants to rate the sentiment of each tweet. All 20 surveys were live on April 1, 2015. Each online survey closed itself when 15 responses had been reached; the last survey closed on April 5, 2015. For each completed survey, 25 cents ($0.25) was deposited into the participant’s Mturk account. A total of 32 participants completed 300 surveys (ie, 15 responses per survey, 20 surveys). Some participants completed multiple surveys rather than just one. Each tweet was then assigned a label of either happy or not happy based on the modal response from Mturkers (participants from Amazon Mturk). We found an accuracy of 69% for happy tweets and 80% for nonhappy tweets when compared to responses from Mturkers. The overall accuracy for sentiment was 78%, with an F score of 0.54.

We additionally compared performance of MALLET with two other sentiment analysis techniques: a popular bag-of-words technique involving the use of a 10,000 word list [67] and Sentiment140, a machine-learning classifier [68]. Among the 500 control tweets from our LabMT experiment, the bag-of-words algorithm had an accuracy of 73% (F score 0.55) and Sentiment140 was had an accuracy of 77% (F score 0.47).

Other Publicly Available Neighborhood Data

To examine how Twitter-derived neighborhood variables relate to more traditional neighborhood variables, we merged our social media dataset with the 2010 Census and 2014 American Community Survey data which comprised the following demographic, household, and economic characteristics: household size, median family income and percent of the following: 65 years and older age group, 10-24 years, male, African American, white, Hispanic, households with relatives (other than spouse and children), households with unmarried partner, single female-headed households, householder living alone, owner-occupied housing, college graduates, unemployed, less than a high school degree and families living in poverty. A census tract was urban if the geographic centroid of the tract was in an area with more than 2500 people; all other tracts are rural. A zip code was defined as urban if the majority (75% or
regional characteristics and health outcomes). We implemented adjusted linear regression models to examine associations between area-level Twitter characteristics and other area-level characteristics (demographics, business characteristics, and health outcomes). To facilitate interpretation of findings for different variables, we standardized all variables to have a mean of zero and standard deviation of one. We investigated spatial autocorrelation and found that Moran’s I was highest for census tract Twitter happiness (0.12) and less than 0.04 for other Twitter tract and zip code summaries. To account for spatial autocorrelation of area-level values in linear regression analyses, we adjusted standard errors for clustering of census tract and zip code values within a county. Statistical analyses were implemented with Stata MP13 (StataCorp LP) and ArcGIS Desktop version 10.1-10.3 (Esri).

**Results**

Table 1 displays descriptive statistics. Approximately 20% of tweets were happy. About 5.1% of tweets were about food and 1.8% were about physical activity. The mean and median caloric density of food references were 239 and 209 calories per 100 grams, respectively. Tweets about healthy food were happier than tweets about fast food (28.3% vs 14.5%; P<.001). The mean and median exercise intensity of physical activity mentions (assuming 30 minutes for a 155-pound person) were 199 and 130 calories, respectively.

Figure 1 presents the spatial distribution of happy tweets by census tract, highlighting variation across the United States. Multimedia Appendix 2 presents the spatial distribution of happy tweets by zip code. The proportion of happy tweets was highest in the following states: Montana, Tennessee, Utah, New Hampshire, Arkansas, Maine, Colorado, and New York (Multimedia Appendix 3). By contrast, the proportions of happy tweets were lowest for the following states: Louisiana, North Dakota, Oregon, Maryland, Texas, Delaware, West Virginia, and Ohio (Multimedia Appendix 3).

Table 2 presents the results of adjusted linear regression analyses examining the associations between population characteristics and Twitter-derived characteristics at the census tract level (percent of tweets that were happy, percent of tweets about healthy food, percent of tweets about fast food, and percent of tweets about physical activity). Census tract characteristics like percent African American (beta coefficient, B=−.11), greater household size (B=−.18), and economic disadvantage (B=−.19) were related to lower tract happiness. Economic disadvantage was negatively related to healthy food tweets (B=−.09), fast food tweets (B=−.09), and physical activity tweets (B=−.03). Urbanicity was strongly related to higher frequency of fast food tweets (B=−.29). Greater household size was related to both lower healthy food tweets (B=−.11) and fast food tweets (B=−.07).
**Figure 1.** National distribution of happy tweets, by census tract. Geotagged tweets were spatially joined to their 2010 census tract locations and sentiment scores were computed. This color coded map presents the proportion of happy tweets in each census tract, with darker colors signifying higher proportions of happy tweets.

![Color coded map of happy tweets distribution](image)

**Table 1.** Descriptive statistics of our national Twitter database, April 2015 to March 2016 (N=79,848,992).

<table>
<thead>
<tr>
<th>Category</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Happiness</strong></td>
<td></td>
</tr>
<tr>
<td>% Tweets that are happy</td>
<td>19.9 (6.7)</td>
</tr>
<tr>
<td><strong>Food culture</strong></td>
<td></td>
</tr>
<tr>
<td>% Tweets about food</td>
<td>5.1 (22.0)</td>
</tr>
<tr>
<td>% Food tweets about healthy foods</td>
<td>15.9 (36.6)</td>
</tr>
<tr>
<td>% Food tweets about fast food</td>
<td>9.2 (29.0)</td>
</tr>
<tr>
<td>Caloric density of food tweets (per 100 grams)</td>
<td>238.5 (219.8)</td>
</tr>
<tr>
<td>% Food tweets that are happy</td>
<td>27.0 (44.4)</td>
</tr>
<tr>
<td>% Healthy food tweets that are happy</td>
<td>28.3 (45.0)</td>
</tr>
<tr>
<td>% Fast food tweets that are happy</td>
<td>14.5 (35.2)</td>
</tr>
<tr>
<td><strong>Physical activity culture</strong></td>
<td></td>
</tr>
<tr>
<td>% Tweets about physical activity</td>
<td>1.8 (13.3)</td>
</tr>
<tr>
<td>Exercise intensity (per 30 minutes)</td>
<td>199.1 (117.5)</td>
</tr>
<tr>
<td>% Physical activity tweets that are happy</td>
<td>28.2 (45.0)</td>
</tr>
</tbody>
</table>
tweets were more prevalent in zip codes with higher numbers (B=.08) and more fast food restaurant mentions (B=.16). Happy (B=.08). Urban areas had tweets with higher caloric density of fast food restaurants were associated with more fast food, additionally examined the relationship between food tweets and of all fast food restaurant mentions), followed by Chipotle (9.2%), Taco Bell (5.4%), and Buffalo Wild Wings (5.2%). We additionally examined the relationship between food tweets and business characteristics. At the zip code level, greater numbers of fast food restaurants were associated with more fast food tweets (B=.15), and higher caloric density of food mentions (B=.08). Urban areas had tweets with higher caloric density (B=.08) and more fast food restaurant mentions (B=.16). Happy tweets were more prevalent in zip codes with higher numbers of businesses (B=.11) and full-service restaurants (B=.16). Higher numbers of fast food restaurant (B=.16) and convenience stores (B=.07) were related to fewer happy tweets (Table 3).

Sensitivity analyses were performed to examine the relationship between population characteristics and happiness for a different unit of aggregation: zip code areas. Relationships seen at the census tract level were similar to those at the zip code level, although they were more muted at the zip code level (not shown). This may be the case because census tracts are designed to be relatively homogeneous with regard to characteristics such as economic status and demographic characteristics [73].

Healthy foods (ie, vegetables, fruits, nuts, lean proteins) composed 15.9% of food tweets, while fast food restaurant mentions composed 9.2% of food tweets. The most popular foods include coffee, beer, pizza, wine, chicken, ice cream, and sushi (Figure 2). Popular healthy food terms included chicken, eggs, salad, turkey, and banana (Figure 3). Starbucks was the most popular fast food place mentioned (accounting for 46% of all fast food restaurant mentions), followed by Chipotle (9.2%), Taco Bell (5.4%), and Buffalo Wild Wings (5.2%). We examined information on number of miles covered during physical activity if that was mentioned in the tweet (n=36,291; median 3.1 miles). Even fewer tweets contained information on amount of time the person engaged in physical activity. Among 2402 tweets that only referred to minutes of physical activity, the median amount was 2 hours. Among 5823 tweets that mentioned hour(s) of physical activity, we examined information on number of miles covered during physical activity and happier tweets (B=.07). Urbanicity was associated with higher exercise intensity (B=.05) and happier tweets (B=.07). In supplemental analyses, we examined information on number of miles covered during physical activity if that was mentioned in the tweet (n=36,291; median 3.1 miles). Even fewer tweets contained information on amount of time the person engaged in physical activity.

### Table 2. Demographic and economic predictors of happy, food, and physical activity tweets from 70,515 census tracts (data source: 2010 US Census data).

<table>
<thead>
<tr>
<th>Tract characteristics</th>
<th>% happy tweets P value</th>
<th>% healthy food tweets P value</th>
<th>% fast food tweets P value</th>
<th>% physical activity tweets P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta (95% CI)a</td>
<td>Beta (95% CI)a</td>
<td>Beta (95% CI)a</td>
<td>Beta (95% CI)a</td>
</tr>
<tr>
<td>Urban (yes)</td>
<td>−.01 (.04 to .03)</td>
<td>.79 (.02 to .03)</td>
<td>.54 (.02 to .03)</td>
<td>.29 (.02 to .03)</td>
</tr>
<tr>
<td>Population density</td>
<td>.06 (.03 to .08)</td>
<td>&lt;.001 (.02 to .07)</td>
<td>.01 (.02 to .07)</td>
<td>.01 (.02 to .07)</td>
</tr>
<tr>
<td>% 65 years and older</td>
<td>.02 (.01 to .04)</td>
<td>.09 (.04 to .02)</td>
<td>&lt;.001 (.04 to .01)</td>
<td>&lt;.001 (.04 to .01)</td>
</tr>
<tr>
<td>% 10-24 years</td>
<td>−.02 (.04 to .00)</td>
<td>.01 (.05 to .04)</td>
<td>&lt;.001 (.01 to .01)</td>
<td>.00 (.01 to .01)</td>
</tr>
<tr>
<td>% Male</td>
<td>.04 (.03 to .06)</td>
<td>&lt;.001 (.00 to .02)</td>
<td>.21 (.06 to .04)</td>
<td>.01 (.01 to .02)</td>
</tr>
<tr>
<td>% African American</td>
<td>-.11 (.14 to .07)</td>
<td>&lt;.001 (.04 to .01)</td>
<td>&lt;.001 (.04 to .01)</td>
<td>&lt;.001 (.02 to .01)</td>
</tr>
<tr>
<td>% Hispanic</td>
<td>−.04 (.08 to .00)</td>
<td>.05 (.10 to .03)</td>
<td>.02 (.05 to .09)</td>
<td>&lt;.001 (.00 to .00)</td>
</tr>
<tr>
<td>Household size</td>
<td>−.18 (.20 to .15)</td>
<td>&lt;.001 (.12 to .09)</td>
<td>&lt;.001 (.09 to .05)</td>
<td>&lt;.001 (.01 to .01)</td>
</tr>
<tr>
<td>Economic disadvantageb</td>
<td>−.19 (.21 to .16)</td>
<td>&lt;.001 (.10 to .08)</td>
<td>&lt;.001 (.10 to .07)</td>
<td>&lt;.001 (.04 to .03)</td>
</tr>
</tbody>
</table>

aAdjusted linear regression included all tract demographic and economic predictors simultaneously. Standard errors accounted for clustering at the county level.
bEconomic disadvantage factor score derived from the following census tract characteristics: percent female-headed households, percent families living in poverty, unemployment rate, percent college graduates (reverse coded), and median family income (reverse coded).

<table>
<thead>
<tr>
<th>Zip code characteristics</th>
<th>Average caloric density of food tweets (n=21,756)</th>
<th>% fast food tweets (n=21,756)</th>
<th>% happy tweets (n=26,584)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value</td>
<td>Beta (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Urban (yes)</td>
<td>.08 (.05 to .11)</td>
<td>&lt;.001</td>
<td>.16 (.12 to .20)</td>
</tr>
<tr>
<td>Population density</td>
<td>.00 (.00 to .01)</td>
<td>.24</td>
<td>.00 (-.01 to .01)</td>
</tr>
<tr>
<td>Number of businesses</td>
<td>-.01 (-.02 to .01)</td>
<td>.34</td>
<td>.02 (.00 to .04)</td>
</tr>
<tr>
<td>Businesses that sell alcohol</td>
<td>-.03 (-.04 to -.02)</td>
<td>&lt;.001</td>
<td>-.04 (-.05 to -.04)</td>
</tr>
<tr>
<td>Full service restaurants</td>
<td>-.04 (-.06 to -.02)</td>
<td>&lt;.001</td>
<td>.01 (-.01 to .03)</td>
</tr>
<tr>
<td>Fast food restaurants</td>
<td>.08 (.06 to .10)</td>
<td>&lt;.001</td>
<td>.15 (.13 to .17)</td>
</tr>
<tr>
<td>Grocery stores</td>
<td>.01 (.00 to .01)</td>
<td>.28</td>
<td>-.04 (-.05 to -.03)</td>
</tr>
<tr>
<td>Convenience stores</td>
<td>.02 (.01 to .02)</td>
<td>&lt;.001</td>
<td>-.03 (-.04 to -.02)</td>
</tr>
</tbody>
</table>

*Adjusted linear regression included all zip code and business characteristics simultaneously. Standard errors accounted for clustering at the county level.

Table 4. Zip code and business characteristics as predictors of physical activity tweets and happiness (data sources: 2013 zip code business patterns and 2010 US Census data).

<table>
<thead>
<tr>
<th>Zip code characteristics</th>
<th>% physical activity tweets (n=26,839)</th>
<th>Exercise intensity (n=20,715)</th>
<th>% happy tweets (n=26,839)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value</td>
<td>Beta (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Urban (yes)</td>
<td>-.09 (-.11 to -.07)</td>
<td>&lt;.001</td>
<td>.07 (.04 to .11)</td>
</tr>
<tr>
<td>Population density</td>
<td>-.01 (-.02 to .00)</td>
<td>.01</td>
<td>-.01 (-.01 to .00)</td>
</tr>
<tr>
<td>Fitness/recreational centers</td>
<td>.01 (.00 to .02)</td>
<td>.003</td>
<td>.05 (.04 to .06)</td>
</tr>
<tr>
<td>Nature parks</td>
<td>.01 (.00 to .02)</td>
<td>.05</td>
<td>-.01 (-.01 to .00)</td>
</tr>
<tr>
<td>Zoos/botanical gardens</td>
<td>.00 (.00 to .01)</td>
<td>.19</td>
<td>.00 (-.01 to .00)</td>
</tr>
<tr>
<td>Golf/country clubs</td>
<td>.03 (.02 to .03)</td>
<td>&lt;.001</td>
<td>-.05 (-.06 to -.04)</td>
</tr>
<tr>
<td>Skiing facilities</td>
<td>.04 (.04 to .05)</td>
<td>&lt;.001</td>
<td>.02 (.02 to .03)</td>
</tr>
<tr>
<td>Bowling centers</td>
<td>-.01 (-.02 to -.01)</td>
<td>&lt;.001</td>
<td>-.01 (-.02 to .00)</td>
</tr>
</tbody>
</table>

*Adjusted linear regression included all zip code and business characteristics simultaneously. Standard errors accounted for clustering at county level.

Table 5. Twitter happiness as a predictor of health outcomes in 232 zip codes in Utah (data source: Utah Behavioral Risk Factor Surveillance System [BRFSS] survey 2009-2014. BRFSS underwent design feature changes. Life dissatisfaction values were only available for 2009 and 2010. All other variables were averages from available data from 2011-2014).

<table>
<thead>
<tr>
<th>Zip code health outcomes</th>
<th>Beta (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Life dissatisfaction</td>
<td>.01 (-.13 to .15)</td>
<td>.91</td>
</tr>
<tr>
<td>Self-rated health (higher score=worse health)</td>
<td>-.08 (-.21 to .05)</td>
<td>.21</td>
</tr>
<tr>
<td>Any past month physical activity/exercise</td>
<td>.13 (.00 to .26)</td>
<td>.05</td>
</tr>
<tr>
<td>Body mass index (kg/m^2)</td>
<td>-.13 (-.26 to -.01)</td>
<td>.04</td>
</tr>
</tbody>
</table>

*Separate linear regression models for each zip code health outcome.
change in the outcome for every standard deviation change in the predictor (row variable). Beta coefficient represents a


Additionally, merging in health-related datasets, we examined associations between our Twitter-based variables and other measures of health and well-being. Utilizing data from the 2009-2014 BRFSS in Utah, we found that zip codes in Utah with higher Twitter happiness scores were associated with lower body mass index and higher physical activity (Table 5). However, Twitter happiness scores were not statistically significantly related to self-rated health or life satisfaction.

Greater state-level happiness, as indicated by tweets, was related to lower prevalence of obesity; a one standard deviation increase in happiness was associated with two percentage points lower prevalence in obesity. Greater positive sentiment for healthy foods was related to lower prevalence of diabetes and obesity and lower percent of the population who are physically inactive or current smokers (Table 6). Positive sentiment toward physical activity was related to lower obesity.

Table 7 presents adjusted regression results for additional Twitter-derived variables (percentage of food tweets about healthy foods, percentage of food tweets about fast food, and percentage of tweets about physical activity) and a select number of state health outcomes. Out of the three Twitter-derived variables, percentage of tweets about physical activity was the strongest and most consistent predictor; more online discussion about physical activity was related to lower all-cause mortality and lower prevalence of obesity and fair/poor self-rated health.


<table>
<thead>
<tr>
<th>State-level adult health outcomes</th>
<th>Twitter predictor variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>Positive sentiment towards healthy foods</td>
</tr>
<tr>
<td>Beta (95% CI)$^a$</td>
<td>Beta (95% CI)$^a$</td>
</tr>
<tr>
<td>All-cause mortality per 100,000</td>
<td>-32.34 (−61.59 to −3.09)</td>
</tr>
<tr>
<td>Homicide per 100,000</td>
<td>-1.02 (−1.98 to −0.06)</td>
</tr>
<tr>
<td>% With diabetes</td>
<td>-0.58 (−1.05 to −0.12)</td>
</tr>
<tr>
<td>% With obesity</td>
<td>-2.27 (−3.35 to −1.18)</td>
</tr>
<tr>
<td>% Poor/fair self-rated health</td>
<td>-1.13 (−2.13 to −0.13)</td>
</tr>
<tr>
<td>% With high cholesterol</td>
<td>-0.78 (−1.66 to 0.11)</td>
</tr>
<tr>
<td>% Physical inactivity</td>
<td>-2.46 (−4.80 to −1.12)</td>
</tr>
<tr>
<td>% Current smoking</td>
<td>-1.47 (−2.68 to −0.27)</td>
</tr>
</tbody>
</table>

$^a$Each cell in the table represents the coefficient estimate of the predictor variable (given by the column) on the state-level health outcome (given by the row). Adjusted linear regression models controlled for state-level demographics: median age, % non-Hispanic white, median household income.


<table>
<thead>
<tr>
<th>Twitter predictors</th>
<th>State-level adult health outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-cause mortality per 100,000</td>
<td>% with obesity</td>
</tr>
<tr>
<td>Beta (95% CI)$^a$</td>
<td>Beta (95% CI)$^a$</td>
</tr>
<tr>
<td>% Of food tweets about healthy food</td>
<td>11.74 (−6.48 to 29.96)</td>
</tr>
<tr>
<td>% Of food tweets about fast food</td>
<td>9.84 (−8.56 to 28.25)</td>
</tr>
<tr>
<td>% Of tweets about physical activity</td>
<td>−28.17 (−46.68 to −9.65)</td>
</tr>
</tbody>
</table>

$^a$Adjusted linear regression models were run separately for each state-level health outcome (column) and included all three predictors (row) simultaneously in addition to the following state-level control variables: median age, % non-Hispanic white, median household income. Beta coefficient represents a change in the outcome for every standard deviation change in the predictor (row variable).
Figure 2. Items in the top 50% of food tweets.

Figure 3. Items in the top 50% of healthy food tweets.
Discussion

Principal Findings

In this paper, we detail the building of a new national neighborhood data repository constructed from Twitter data which addresses a pressing need for neighborhood data that are available across large geographies and can be updated efficiently and cost-effectively. We demonstrate that simple machine learning algorithms for the construction of indicators for happiness, food, and physical activity can agree extremely well with manually generated labels. About one-fifth of tweets were identified as happy. There was substantial spatial variation in happiness across the United States. For instance, the proportion of tweets that were happy in Montana (the most happy state) was 10% greater than in Louisiana (the least happy state). Only a few terms are needed to capture the majority of tweets on food and physical activity. Economic disadvantage, urbanicity, and presence of fast food restaurants predicted lower area level happiness and lower frequency of healthy behavior mentions on Twitter. Moreover, we find that Twitter area-level characteristics are correlated with area-level health outcomes relating to health behaviors, chronic diseases, mortality, and self-rated health.

Study Findings in Context

Social media represents an important new data resource that is increasingly being harnessed for public health efforts such as surveillance of smoking behavior and sentiment toward tobacco products [74]. However, few studies are leveraging social media data for the investigation of local area characteristics. More commonly, studies utilizing social media data examine patterns at the city, county, or state level [67,75] rather than at finer levels of aggregation, which is necessary for understanding the potential impacts of neighborhood conditions.

Neighborhoods can impact health through a myriad of pathways. Disadvantaged neighborhoods may have fewer resources that support physical activity and healthy diets. Poor and minority neighborhoods have fewer large supermarkets (where healthy foods are more abundant and affordable) compared to wealthy and majority white neighborhoods. Studies have documented increased fruit and vegetable consumption with more supermarket availability [17]. Poor neighborhoods, which have been labeled food deserts, also tend to have more fast food restaurants, which can contribute to weight gain [6]. In this study, we found that higher numbers of fast food restaurants were associated with higher frequency of fast food mentions, lower frequency of healthy food mentions, and less positive sentiment about healthy foods on Twitter. Our results align with a recent study conducted analyzing Instagram posts, which found that posts originating from census tracts deemed as food deserts contained fewer mentions of fruits and vegetables compared to Instagram posts outside food deserts [76]. Additionally, neighborhoods may promote poor health through psychosocial pathways. Living in neighborhoods that are unclean, noisy, and violent can be psychologically harmful through over-activation of the stress response [77,78].

We found that economic disadvantage was related to lower frequency of happy tweets. Previous research by Mitchell and colleagues found that higher socioeconomic status was associated with higher Twitter happiness scores at the city level.
Moreover, they identified mild correlations ($r=−0.34$) between happiness and obesity rates for 190 metropolitan statistical areas [67] and that Twitter happiness scores were moderately correlated with other state-level indicators of well-being including shootings, the Peace index, America’s Health Ranking, and the Gallup-Healthways Well-Being Index (correlations ranged between 0.51 and 0.64) [67].

**Study Strengths and Limitations**

In this paper, we describe the creation of a new neighborhood data repository constructed from Twitter data and merged with publicly available administrative datasets. However, this study is subject to several limitations. For instance, users of social media tend to be younger; in 2014, 37% of individuals aged 18 to 29 years old used Twitter compared to 12% of individuals aged 50 to 64 years and 10% among those 65 years and older. Nonetheless, adoption rates of social media have been steadily increasing [79]. Tweets also include information rarely found in other neighborhood sources. Twitter users are composed of individuals as well as groups of individuals, organizations, companies, and news outlets. Thus, compiling such information may allow for a more comprehensive examination of the social environment.

Moreover, we are only collecting a subset of publicly available tweets, and thus conclusions from our analytic sample may not generalize to the full population of tweets [80]. Our construction of neighborhood indicators from Twitter data necessitated that we restricted our data collection to geolocated tweets. We utilized Twitter’s API which allows the retrieval of a maximum resulting volume of 1% of the total tweets at any given time point. Previous studies suggest that about 1% to 2% of tweets may contain global positioning system location information [81,82] and that use of Twitter’s streaming API may obtain 40% to 90% of all geotagged tweets [81,82]. Tweets with location information may be different from those without. For example, tweets in which users share their locations may be more likely to contain public and social activities such as friends tweeting from a restaurant or an event. However, in sensitivity analyses with a subset of control tweets (n=138,152 tweets) collected from July 9 to July 14, 2015, we did not detect any statistically significant differences in happiness scores between tweets with and without geographic coordinates (not shown).

In creating our neighborhood indicators from Twitter data, we prioritized transparency and ease of implementation so that other researchers can replicate our algorithms. Our sentiment algorithm was trained to differentiate between happy and not happy sentiments (which encompasses neutral and sad sentiments). Thus, we were not able to specifically examine the prevalence of sad tweets, which may provide additionally useful information about the well-being of communities. In future work, we plan to target the identification of sadness. Our algorithms for food and physical activity implemented corpus-based classification with steps that are easily understandable. However, this technique does not take into account the entire context of sarcasm or humor in a tweet, challenges which still evade most natural language processing algorithms though some studies show promising results [83,84]. Our analysis of caloric density of food assumed calories per 100 grams. Most tweets do not specify the exact amount of food consumed, and thus our estimate is just an approximation.

Additionally, the content of tweets reflects the type of information that people feel comfortable reporting and may not represent the true spectrum of their feelings or their experiences. For instance, people may feel most comfortable presenting a neutral stance rather than voicing polarizing viewpoints. Certain foods (cupcakes) may get tweeted more often than others (celery). Additionally, we cannot be certain that the food that was tweeted was indeed consumed. Similarly, physical activity tweets may reflect a mixture of intentions, plans, and actual engagement in those physical activities. Also, exercise intensity for physical activities was assessed for 30 minutes of physical activity for an individual weighing 155 pounds, which can be an under- or overestimation depending on the type of activity and persons engaged in that activity.

**Conclusions**

The epidemic rise in obesity and related chronic diseases in recent decades signal the importance of structural forces and social processes, but the dearth of data on contextual factors limits the investigation of multilevel effects on health. Social media data can be uniquely harnessed to capture social and cultural processes with potential impacts on health [71,72,85-89]. For instance, public posts can be utilized to measure prevalent happiness which can impact health through emotional contagion and the interconnectedness between mental health and physical health. Additionally, public posts about health behaviors may help us understand the prevalence of those behaviors as well as local area social norms. We demonstrate that tweets can provide a means to assess prevalent sentiment and food behaviors and physical activity, which can inform health interventions and policies to meet the needs of different neighborhoods. In particular, as this study suggests, neighborhoods with social and economic disadvantage, high urbanicity, and those with more fast food restaurants may exhibit lower happiness and fewer healthy behaviors.
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Multimedia Appendix 1
Varying MALLET cut points for happy tweets and comparisons with manually generated labels.
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Multimedia Appendix 2
National distribution of happy tweets, by zip code. Geotagged tweets were spatially joined to their 2010 zip code locations and sentiment scores were computed. This color coded map presents the proportion of happy tweets in each zip code area, with darker colors signifying higher proportions of happy tweets.
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Multimedia Appendix 3
Proportion of happy tweets, by state.
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Abstract

Background: Traditional influenza surveillance relies on influenza-like illness (ILI) syndrome that is reported by health care providers. It primarily captures individuals who seek medical care and misses those who do not. Recently, Web-based data sources have been studied for application to public health surveillance, as there is a growing number of people who search, post, and tweet about their illnesses before seeking medical care. Existing research has shown some promise of using data from Google, Twitter, and Wikipedia to complement traditional surveillance for ILI. However, past studies have evaluated these Web-based sources individually or dually without comparing all 3 of them, and it would be beneficial to know which of the Web-based sources performs best in order to be considered to complement traditional methods.

Objective: The objective of this study is to comparatively analyze Google, Twitter, and Wikipedia by examining which best corresponds with Centers for Disease Control and Prevention (CDC) ILI data. It was hypothesized that Wikipedia will best correspond with CDC ILI data as previous research found it to be least influenced by high media coverage in comparison with Google and Twitter.

Methods: Publicly available, deidentified data were collected from the CDC, Google Flu Trends, HealthTweets, and Wikipedia for the 2012-2015 influenza seasons. Bayesian change point analysis was used to detect seasonal changes, or change points, in each of the data sources. Change points in Google, Twitter, and Wikipedia that occurred during the exact week, 1 preceding week, or 1 week after the CDC’s change points were compared with the CDC data as the gold standard. All analyses were conducted using the R package “bcp” version 4.0.0 in RStudio version 0.99.484 (RStudio Inc). In addition, sensitivity and positive predictive values (PPV) were calculated for Google, Twitter, and Wikipedia.

Results: During the 2012-2015 influenza seasons, a high sensitivity of 92% was found for Google, whereas the PPV for Google was 85%. A low sensitivity of 50% was calculated for Twitter; a low PPV of 43% was found for Twitter also. Wikipedia had the lowest sensitivity of 33% and lowest PPV of 40%.

Conclusions: Of the 3 Web-based sources, Google had the best combination of sensitivity and PPV in detecting Bayesian change points in influenza-related data streams. Findings demonstrated that change points in Google, Twitter, and Wikipedia data occasionally aligned well with change points captured in CDC ILI data, yet these sources did not detect all changes in CDC data and should be further studied and developed.

(JMIR Public Health Surveill 2016;2(2):e161) doi:10.2196/publichealth.5901
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Introduction

Background

Although largely vaccine-preventable, influenza places a burden on the US health care system, causing 3000-50,000 deaths annually [1,2]. As one of the many influenza surveillance systems, the Centers for Disease Control and Prevention (CDC) monitors influenza activity by calculating the number of outpatient visits for the syndrome of influenza-like illness (ILI) reported by partnering health care providers to the US Outpatient ILI Surveillance Network (ILINet). The CDC defines ILI as a fever (≥100°F or 37.8°C) and a cough and sore throat without a known cause other than influenza [3]. This approach to surveillance primarily captures information about people who seek medical care for their influenza symptoms, thus missing those who do not interact with the health care system. In addition, this surveillance method is limited by relatively dated technology and by delays of up to 1 to 2 weeks between the occurrence of the illness event and the dissemination of surveillance information [4].

Syndromic surveillance, which can be defined as the monitoring of disease syndromes in or near real time for early detection of outbreaks, has incorporated the use of novel data sources such as emergency department records and prescription sales to enhance traditional surveillance systems [5-7]. Recently, nontraditional data sources, particularly those that are Web-based, have come into greater application for public health surveillance. This is especially evident as individuals who experience various symptoms may search the Web for health-related information and share their illness experiences using social media platforms before seeking medical care. Using such Web-based data sources such as search queries and social media has been coined digital epidemiology [8-10]. Digital epidemiology can be less expensive, timelier, and can expand detection by increasing the range of health events that can be detected.

Related Work

As the number of Internet users has increased [11], researchers have identified the use of Google, Twitter, and Wikipedia as novel surveillance approaches to complement traditional methods. Google Flu Trends, which monitors Google users' searches for information related to influenza, has shown correlation with CDC influenza data, while delivering estimates 1 to 2 weeks ahead of CDC reports [8,12]. Although initially successful, the system has not been without its issues in more recent years. Google Flu Trends overestimated influenza activity during the 2012-2013 influenza season and underestimated it during the 2009 H1N1 influenza pandemic [13-16]. One study found that both the original (2008) and revised (2009) algorithms for Google Flu Trends were not reliable on city, regional, and national scales, particularly in instances of varying intensity in influenza seasons and media coverage [16]. Due to issues with its proprietary algorithm, Google Flu Trends was discontinued in August 2015 [17].

Influenza-related posts on Twitter, a social networking platform for disseminating short messages (tweets), have shown high correlation with reported ILI activity in ILINet [18,19]. Studies have found that Twitter data highly correlate with national- and city-level ILI counts [20]. Signorini et al (2011) also demonstrated that tweets could be used to estimate ILI activity at regional and national levels within a reasonable margin of error [21]. Moreover, studies have found that Twitter data perform better than Google data. Nagar et al (2014) conducted a study showing that tweets better reflected city-level ILI incidence in comparison with Google search queries [22]. Aramaki et al discovered that a Twitter-based model outperformed a Google-based model during periods of normal news coverage, although the Twitter model performed less optimally during the periods of excessive media coverage [23]. Moreover, geographic granularity can affect the performance of Twitter data. Broniatowski et al (2015) found that city-level Twitter data performed better than state- and national-level Twitter data, although Google Flu Trends data performed better at each level [24].

Wikipedia page view data have proven valuable for tracking trending topics as well as disease monitoring and forecasting [25,26]. McIver and Brownstein (2014) reported that increases in the quantity of visits to influenza-related Wikipedia articles allowed for the estimation of influenza activity up to 2 weeks before ILINet, outperforming Google Flu Trends estimates during abnormal influenza seasons and periods of high media reporting [27]. One study found that Wikipedia page view data have suitable forecasting value up until the peak of the influenza seasons [26], whereas another study also reported that Wikipedia page view data are suitable for forecasting using a 28-day analysis as well as for nowcasting, or monitoring current disease incidence [25]. However, as a disadvantage, the signal-to-noise ratio of Wikipedia data can be problematic [25] as Wikipedia has become a preferred source for seeking health information whether an individual is ill or not [28,29]. In addition, unlike the granularity flexibility of Google and Twitter data, Wikipedia does not have such capability of evaluating influenza activity at local or regional levels because it only provides counts of page views and no accompanying location or user information in its publicly available data.

Objective

These early studies on Google, Twitter, and Wikipedia show that, in spite of some drawbacks, mining these Web-based sources may provide valuable epidemic intelligence by identifying indicators of influenza activity at times or in populations that are missed by more traditional surveillance systems. Previous studies have evaluated these 3 Web-based sources individually or dually against a standard, but have not compared all 3 of them with each other and a standard. This comparison is needed to understand if each of these Web-based sources accurately reflect seasonal changes, or change points, that occur in CDC ILI data. It would be beneficial to know which of these Web-based sources performs the best in order
to be considered as a complement to traditional surveillance methods.

Thus, this study aims to conduct a comparative analysis of using Google, Twitter, and Wikipedia for influenza surveillance by examining which Web-based source produces data that are most aligned with CDC ILI data. The specific research question is as follows: For which Web-based source—Google, Twitter, or Wikipedia—do detected change points most closely match change points detected in CDC ILI data for the 2012-2013, 2013-2014, and 2014-2015 influenza seasons? It is hypothesized that Wikipedia data will have the most change points in common with CDC ILI data due to McIver and Brownstein’s [27] finding that Wikipedia data can be less influenced by media coverage in comparison with data from Google Flu Trends and Twitter [16,23].

Methods

Data Collection

Study Period

Data were retrospectively collected for the US-designated 2012-2013 influenza season (September 30, 2012 to May 18, 2013), 2013-2014 influenza season (September 29, 2013 to May 17, 2014), and 2014-2015 influenza season (September 28, 2014 to May 23, 2015) [30-32]. This study period, that is 2012-2015, was chosen due to data constraints. The Twitter data from HealthTweets.org contained tweets dating back to November 2011. As we sought to analyze complete influenza seasons, we could not include the 2011-2012 influenza season, and therefore, any preceding seasons. In addition, we could not include data after the 2014-2015 influenza season because Google ceased making their Google Flu Trends data publicly available in August 2015.

All data were presented as Morbidity and Mortality Weekly Report (MMWR) weeks. MMWR weeks start on Sunday and end on Saturday, ranging from 1 to 52 or 53 weeks [33]. Each of the influenza seasons included in this study begins in MMWR week 40 of a year and ends in week 20 of the following year.

CDC Data

Data from the CDC ILINet system were downloaded from FluView Interactive, which provides weekly influenza surveillance information on outpatient illness, hospitalizations, pediatric mortality, virologic surveillance, and geographic activity [34]. ILINet count data are aggregated by MMWR week. The ILINet system aggregates weekly information from participating health care providers on counts of patients seen for ILI by age group, total patients seen by age group, and corresponding year and week [34]. Counts of ILI patient visits to the United States were used for this study. Although most prior studies used weighted ILI rates, we elected to use ILI counts. We decided to use CDC ILI count data to maintain unit comparison because we could not use the Bayesian change point analysis to transpose or model the Web-based count data to a similar scale as the CDC weighted ILI rates.

Google Data

Deidentified, national-level count data of influenza-related Google searches made in the United States were downloaded from the Google Flu Trends website [17]. These data are the output of a CDC data-fitted regression model and are based on Google Flu Trends’ 2009 model (for the 2012-2013 influenza season), 2013 model (for the 2013-2014 influenza season), and 2014 model (for the 2014-2015 influenza season) [17]. Count data from Google Flu Trends were already aggregated by MMWR week.

Twitter Data

For data from Twitter, deidentified, national-level count data of influenza-related tweets in the United States were downloaded from HealthTweets.org, a Johns Hopkins University-based repository of influenza-related tweets dating back to November 2011 [35]. Using the Twitter application programming interface (API), the HealthTweets team collected influenza-related tweets from a keyword stream, which is 1% of public tweets [35]. After collection, Dredze et al [28] categorized the influenza-related tweets using automated annotators based on keywords, keyword combinations, and the classifier developed by Lamb and colleagues [36]. Data from HealthTweets were also already aggregated by MMWR week.

Wikipedia Data

Wikipedia has made its article view data available for downloading through Wikimedia Statistics [37]. Wikipedia article view data that are deidentified and aggregated were gathered for views on the “Influenza” article (English version). Count data from the English version of the “Influenza” article served as a proxy for U.S. national-level Wikipedia views. Wikipedia data are presented as the number of article views by the hour, including nonunique views [37]. As Wikipedia article view data on the “Influenza” article are presented by the hour in Wikimedia Statistics, the data were aggregated by MMWR week before analysis.

Statistical Analysis

Bayesian Change Point Analysis

Bayesian change point analysis was the method used for this study. In essence, this technique detects inflections that signal a change within time series data, also known as change points. Bayesian change point analysis has been primarily used to detect when significant changes occur within datasets that have big data properties, such as volume, variety, and velocity [38]. For instance, Bayesian change point analysis has been used to estimate when changes occurred in interest rate data [39], chromosomal microarray data [39], and cancer-related gene expression data [40]. This method was used to detect changes in emergency department attendance and hospital admissions after a health system transformation in a post-earthquake area [41]. Bayesian change point analysis has also been used to detect changes in the dynamics of an aquatic ecosystem such as the introduction of a nonnative species [42]. Besides our study, this Bayesian technique has been used only once for influenza surveillance using ILI visits to emergency departments [43], which is unlike our analysis in that we used Web-based data.
Bayesian change point analysis formed the method of choice as it is one of the proven methods that can detect subtle changes in time series data more effectively than traditional aberration detection methods [43]. Kass-Hout et al (2012) found that Bayesian change point analysis was not as sensitive as 2 other change point analysis methods—the cumulative sum technique and structural change model [43]. However, Bayesian change point analysis has been best applied to microarray data [39,40], which have big data properties similar to Web-based data.

All Bayesian change point analyses were conducted using the R package “bcp” version 4.0.0 [39,40,44] in RStudio version 0.99.484 [45]. The “bcp” package implements a complex Markov Chain Monte Carlo (MCMC) approximation [39,40,44] of the Bayesian change point method described by Barry and Hartigan [46]. As the default for the “bcp” package, after 500 MCMC iterations, the probability of a change point at any given interval (ie, MMWR week) in time series data is computed from the number of times in the MCMC iterations that the condition of having a change point at that interval was met [39,40,44].

In each step of the Markov chain, the transition probability, \( p_i \), for the conditional probability of a change point is found from the simplified equation by Barry and Hartigan [39,40,46], which is provided in Figure 1. After each MCMC iteration, the posterior means and probabilities are updated until the end of the time series. It is recommended that readers refer to Erdman and Emerson (2007), Erdman and Emerson (2008), and Barry and Hartigan (1993) for further mathematical explanation of this Bayesian method [39,40,46].

Change Points

We considered significant change points to be where the Bayesian method indicated the probability of a change occurring as \( \geq 50\% \). Change points detected in the CDC ILI data were the gold standard with which change points found in the Web-based sources were compared. Change points of the Web-based sources that occurred during the exact week, 1 preceding week, or 1 week after the CDC change points were considered matching or true change points. This was done to account for any reporting lags that can be common with surveillance data. The number of change points for each data source was compared, and sensitivity and PPV for the detection of change points were calculated for each of the Web-based sources.

Sensitivity and Positive Predictive Values

Sensitivity and PPV were computed for each Web-based source using the change points detected for that Web-based source that matched change points detected for the CDC ILINet system (true positives), change points detected for the ILINet system but not for the Web-based source (false negatives), and change points detected for the Web-based source but not for the ILINet system (false positives). Sensitivity was calculated by dividing the true positives for each Web-based source by the total of true positives and false negatives, which would be the total number of CDC change points [47]. PPV were calculated by dividing the true positives for each Web-based source by the total of true positives and false positives, which would be the total change points for that particular Web-based source [47].

Results

Sample Characteristics

A summary of the count data that were collected and analyzed for the CDC, Google, Twitter, and Wikipedia for the 2012-2015 influenza seasons is provided (Table 1). There was year-to-year variability in the average weekly counts of events included for each of the data sources. For most of the data sources, the 2012-2013 influenza season had the highest average number of weekly counts. The 2013-2014 influenza season had the lowest average number for the CDC and Google Flu Trends, whereas the 2014-2015 influenza season had the lowest average number for Twitter and Wikipedia. Note that the 2014-2015 influenza season consisted of 34 total MMWR weeks because whereas most epidemiologic years are comprised of 52 MMWR weeks, the 2014-2015 epidemiologic year had 53 weeks due to a preceding calendar leap year. Table 1 further summarizes the data information.
Table 1. Summary of weekly Influenza-like Illness count data for the Centers for Disease Control and Prevention, Google, Twitter, and Wikipedia, 2012-2015 influenza seasons.

<table>
<thead>
<tr>
<th>Influenza season</th>
<th>CDC&lt;sup&gt;a&lt;/sup&gt; ILINet&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Google</th>
<th>Twitter</th>
<th>Wikipedia</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2012-2013</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMWR Weeks (counts/week)</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>Mean</td>
<td>19,049</td>
<td>4121</td>
<td>8096</td>
<td>47,541</td>
</tr>
<tr>
<td>Min</td>
<td>7317</td>
<td>1286</td>
<td>2558</td>
<td>29,865</td>
</tr>
<tr>
<td>Max</td>
<td>39,896</td>
<td>10,555</td>
<td>22,935</td>
<td>114,919</td>
</tr>
<tr>
<td><strong>2013-2014</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMWR Weeks (counts/week)</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>Mean</td>
<td>16,574</td>
<td>2274</td>
<td>5826</td>
<td>25,039</td>
</tr>
<tr>
<td>Min</td>
<td>9033</td>
<td>1339</td>
<td>1196</td>
<td>17,885</td>
</tr>
<tr>
<td>Max</td>
<td>28,654</td>
<td>5008</td>
<td>10,506</td>
<td>36,935</td>
</tr>
<tr>
<td><strong>2014-2015</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMWR Weeks (counts/week)</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>Mean</td>
<td>19,940</td>
<td>2549</td>
<td>2900</td>
<td>21,918</td>
</tr>
<tr>
<td>Min</td>
<td>9289</td>
<td>1144</td>
<td>451</td>
<td>12,958</td>
</tr>
<tr>
<td>Max</td>
<td>40,664</td>
<td>6911</td>
<td>8709</td>
<td>35,232</td>
</tr>
</tbody>
</table>

<sup>a</sup>CDC: Centers for Disease Control and Prevention.
<sup>b</sup>ILINet: United States Outpatient Influenza-like Illness Surveillance Network.
<sup>c</sup>MMWR: Morbidity and Mortality Weekly Report.

Comparison of Change Points Detected in the 2012-2015 Influenza Seasons

A summary of all change points found in each data source is provided (see Figures 2-4), and a comparison of change points is shown in Table 2. For the 2012-2013 influenza season, Google had 3 total change points in common with the CDC ILINet system, which were MMWR weeks 51, 4, and 5. Twitter had 2 change points in common with the CDC’s change points, which were MMWR weeks 47 and 4. Wikipedia had only 1 change point that matched the CDC ILINet system, which was MMWR week 5.

In the 2013-2014 influenza season, Google had a total of 4 change points (MMWR weeks 48, 50, 51, and 5) that coincided with change points detected in the CDC data. Twitter had 3 change points (MMWR weeks 48, 51, and 7) that matched change points in the CDC ILINet system’s data. Wikipedia had 2 change points in common with CDC ILI data, which were MMWR weeks 51 and 6.

For the 2014-2015 influenza season, 4 change points (MMWR weeks 48, 50, 51, and 53) were detected in the Google data that concurred with change points identified in the CDC ILINet system. Both Twitter and Wikipedia had only 1 change point that coincided with the change points found in the CDC ILI data, which were MMWR weeks 50 and 53, respectively.

Comparison of Sensitivity and Positive Predictive Value Detected Among Web-Based Sources

Next, we computed the sensitivity and PPV for each of the Web-based sources using the CDC ILI data as the gold standard. As shown in Table 3, results varied widely across the Web-based sources. A high sensitivity of 92% was found for Google, while the PPV for Google was 85%. A low sensitivity of 50% was calculated for Twitter; a low PPV of 43% was found for Twitter also. Wikipedia had the lowest sensitivity of 33% and lowest PPV of 40%. A table comparing sensitivity and PPV by specific influenza season is also provided (see Multimedia Appendix 1).
### Table 2. Comparison of change points detected using Bayesian change point analysis, 2012-2015 influenza seasons.a

<table>
<thead>
<tr>
<th>Influenza season</th>
<th>CDCb ILINetc counts (reference)</th>
<th>Google counts</th>
<th>Twitter counts</th>
<th>Wikipedia counts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2012-2013</strong></td>
<td></td>
<td></td>
<td></td>
<td>Week 47a</td>
</tr>
<tr>
<td>Week 48</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 51a</td>
<td></td>
<td></td>
<td></td>
<td>Week 52</td>
</tr>
<tr>
<td>Week 1</td>
<td></td>
<td></td>
<td>Week 1</td>
<td></td>
</tr>
<tr>
<td>Week 3</td>
<td></td>
<td></td>
<td>Week 3</td>
<td></td>
</tr>
<tr>
<td>Week 4a</td>
<td></td>
<td></td>
<td>Week 4a</td>
<td>Week 5a</td>
</tr>
<tr>
<td>Week 4</td>
<td></td>
<td></td>
<td>Week 4</td>
<td>Week 5a</td>
</tr>
<tr>
<td><strong>2013-2014</strong></td>
<td></td>
<td></td>
<td></td>
<td>Week 48a</td>
</tr>
<tr>
<td>Week 5</td>
<td></td>
<td></td>
<td></td>
<td>Week 48a</td>
</tr>
<tr>
<td>Week 5a</td>
<td></td>
<td></td>
<td></td>
<td>Week 5a</td>
</tr>
<tr>
<td>Week 5</td>
<td></td>
<td></td>
<td></td>
<td>Week 5a</td>
</tr>
<tr>
<td>Week 6</td>
<td></td>
<td></td>
<td></td>
<td>Week 6a</td>
</tr>
<tr>
<td>Week 5</td>
<td></td>
<td></td>
<td>Week 7a</td>
<td></td>
</tr>
<tr>
<td>Week 15</td>
<td></td>
<td></td>
<td>Week 17</td>
<td></td>
</tr>
<tr>
<td><strong>2014-2015</strong></td>
<td></td>
<td></td>
<td></td>
<td>Week 43</td>
</tr>
<tr>
<td>Week 48</td>
<td></td>
<td>Week 48a</td>
<td>Week 48a</td>
<td>Week 44</td>
</tr>
<tr>
<td>Week 49</td>
<td></td>
<td>Week 50a</td>
<td>Week 50a</td>
<td></td>
</tr>
<tr>
<td>Week 50</td>
<td></td>
<td>Week 51a</td>
<td>Week 51a</td>
<td></td>
</tr>
<tr>
<td>Week 5</td>
<td></td>
<td>Week 3</td>
<td>Week 4</td>
<td></td>
</tr>
<tr>
<td>Week 5a</td>
<td></td>
<td></td>
<td>Week 5</td>
<td></td>
</tr>
<tr>
<td>Week 5</td>
<td></td>
<td></td>
<td>Week 5</td>
<td></td>
</tr>
<tr>
<td>Week 6</td>
<td></td>
<td></td>
<td>Week 6</td>
<td>Week 12</td>
</tr>
<tr>
<td>Week 2</td>
<td></td>
<td></td>
<td>Week 2</td>
<td></td>
</tr>
<tr>
<td>Week 3</td>
<td></td>
<td></td>
<td>Week 3</td>
<td></td>
</tr>
<tr>
<td>Week 3</td>
<td></td>
<td></td>
<td>Week 3</td>
<td></td>
</tr>
</tbody>
</table>

*aMMWR week indicates a corresponding change point to the CDC change points (reference).  
bCDC: Centers for Disease Control and Prevention.  
cILINet: United States Outpatient Influenza-like Illness Surveillance Network.
Figure 2. Change points (dotted lines) detected by Bayesian change point analysis, 2012-2013 influenza season.

Figure 3. Change points (dotted lines) detected by Bayesian change point analysis, 2013-2014 influenza season.
Figure 4. Change points (dotted lines) detected by Bayesian change point analysis, 2014-2015 influenza season.

Table 3. Comparison of sensitivity and positive predictive value among Web-based sources, 2012-2015 influenza seasons.

<table>
<thead>
<tr>
<th>Web-based source</th>
<th>Sensitivity (%)</th>
<th>Positive predictive value (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google</td>
<td>92</td>
<td>85</td>
</tr>
<tr>
<td>Twitter</td>
<td>50</td>
<td>43</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>33</td>
<td>40</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Google had a total of 11 true change points (3 in the 2012-2013 influenza season, 4 in the 2013-2014 influenza season, and 4 in the 2014-2015 influenza season) that coincided with the CDC ILINet’s change points. As Google had the most change points that coincided with change points detected in the CDC ILI data, our hypothesis that Wikipedia would have the most change points was not supported. Sensitivity and PPV for event detection are important for evaluating the quality of surveillance systems [47]. Google had a moderate positive predictive value and was highly sensitive, whereas Twitter and Wikipedia both had low sensitivity rates and PPVs. This finding that Google had the best correspondence is not consistent with that of the previous studies that have found Twitter and Wikipedia to perform better [22,23,27,48].

Google, Twitter, and Wikipedia all had some change points that aligned well with CDC ILI data; however, they did not identify all change points that were identified in the CDC data, which would be important for understanding when seasonal changes occur during an influenza season. As no Web-based source identified all detected changes in the CDC data, this could indicate that the Web-based data, itself, may be limited in capturing all changes of CDC ILI data, which is quite plausible as not every individual who experiences ILI symptoms resorts to searching or sharing health information online. On the contrary, this could indicate that the Bayesian change point analysis as a technique is not adequately sensitive for the use on Web-based data. These 3 Web-based sources need to be further studied and compared using more standard statistical methods before being incorporated as surveillance data to complement a traditional system.

Limitations

There are limitations of this study that should be noted. First, Bayesian change point analysis assumes time series data are distributed normally, which can be problematic as public health surveillance data can be variable and can have a nonnormal distribution [43]. However, we were unable to test this assumption on the “bcp” package in RStudio, and this is a limitation because the “bcp” package could have incorrectly identified or missed change points, especially if there were any outliers in the data to skew the Bayesian analysis. Another major limitation to using Bayesian change point analysis is that it cannot be used as a technique to monitor real-time data [49]. Bayesian change point analysis is best used to evaluate changes in historical time series data after all data have been collected. For this study, the Bayesian method was used to retrospectively evaluate data collected from the CDC, Google, Twitter, and Wikipedia after each influenza season occurred; therefore, the
results cannot be directly applied for prospective use or real-time influenza surveillance.

A possible solution to conducting real-time influenza surveillance using Web-based data may lie in using a normal distribution algorithm. Normal distribution methods that are based on historical limits and cumulative sums have been traditionally used for influenza surveillance by the CDC [50]. Moreover, Pervaiz et al (2012) demonstrated that real-time influenza surveillance using Web-based data could be done more effectively using negative binomial- and Poisson-based models as opposed to normal distribution models due to the noisy nature of Web-based data and fluctuating numbers of Internet users and their activity levels [50].

Second, for the analysis of Wikipedia views, only the “Influenza” article was used for analysis, excluding other articles on influenza medications and influenza strains. McIver and Brownstein described the effectiveness of combining multiple influenza-related Wikipedia articles for surveillance purposes [27], but those were not included in this study. We assumed all views of the English-language Wikipedia “Influenza” article were by US users; however, some may have come from users in other English-speaking countries where the influenza season is very different, such as Australia.

Third, some of our data sources may have limits. We used CDC ILI count data for the analysis, which is not standard. Most prior studies have used weighted ILI rates instead of ILI counts because the weighted rates account for population variations in the United States. Using ILI counts may have sampling biases, but we justify the use of counts because we wanted to maintain data uniformity as none of the Web-based count data accounted for or could be normalized by population and regional variations in the United States. In addition, the Bayesian change point analysis did not allow us to transpose Web-based count data on the same scale as weighted ILI rates, thus ILI counts were the best option, considering the method used. Furthermore, the Google Flu Trends data used in this study were the output of a regression model that was fitted to CDC ILI data, leading to the Google data being a closer comparison with CDC ILI data. Although the Google Flu Trends data were fitted to match CDC data, it is important to note that these were readily available to the public as well as practitioners, justifying their use.

Fourth, data duplication could be an issue with each data source used in this study. Internet users can use a single website for multiple information searches and shares, and a single Internet user can use multiple websites for the same information search or share [51]. For example, a user can view the Wikipedia “Influenza” article multiple times and each view would be considered as a separate count [37]. Neither Google Flu Trends nor HealthTweets can distinguish or remove multiple searches and tweets by a single user [12,35]. In addition, there is no way, in publicly available data, to distinguish when a single user searches both Wikipedia and Google for the same information. The CDC ILINet system does not differentiate when a single patient makes repeated outpatient visits to the same participating health care provider or when a single patient makes outpatient visits to multiple health care providers for the same illness. This issue of data duplication should be further investigated in future studies.

Finally, Internet users are, on average, younger than the general U.S. population [52]. Although this difference may be viewed as a limitation to using Web-based data for influenza surveillance, younger age groups (0-4 years, 5-24 years, and 25-49 years) account for a majority of the outpatient ILI counts that are reported to the CDC ILINet system [34].

Future Research
There is more substantive information in the content of Web-based sources that is not accounted for in count data of Web-based sources. Recent research has already begun to conduct content analyses of Web-based sources such as chat forums, Facebook, and Twitter in order to understand the health experiences and needs addressed by Internet users. Content analyses have proven valuable for both communicable and noncommunicable diseases because Internet users share and search about various health experiences ranging from mental health [53,54] to substance use [55,56] to the health needs of sexual minorities [57]. In addition, public health surveillance can be strengthened by combining various data sources, whether Web-based or traditional. Santillana et al (2015) found that when data from Google, Twitter, hospital records, and a participatory surveillance system were combined, influenza activity was predicted more accurately than and up to 4 weeks before the CDC [58]. More research should be carried out in this area to identify the best combination of traditional and novel data sources for influenza surveillance.

Conclusions
To our knowledge, this is the first comparison to evaluate Google, Twitter, and Wikipedia as possible data sources for influenza surveillance against a common gold standard (the CDC ILINet system). Of the 3 Web-based sources, Google had the best combination of sensitivity and PPV in detecting Bayesian change points in influenza-related data streams. This finding is not consistent with existing research that has compared Google and Twitter data or Google and Wikipedia data, which could be attributed to the analysis of different influenza seasons, the novel use of the Bayesian method in this study, or the fact that Google Flu Trends data were fitted to CDC data. Further research should assess the substantive health content contained within these 3 Web-based sources, the surveillance value of combining these sources, and the ability of these sources to detect influenza activity using other statistical methods.
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Abstract

Background: To harness the full potential of social media for epidemiological surveillance of drug abuse trends, the field needs a greater level of automation in processing and analyzing social media content.

Objectives: The objective of the study is to describe the development of supervised machine-learning techniques for the eDrugTrends platform to automatically classify tweets by type/source of communication (personal, official/media, retail) and sentiment (positive, negative, neutral) expressed in cannabis- and synthetic cannabinoid–related tweets.

Methods: Tweets were collected using Twitter streaming Application Programming Interface and filtered through the eDrugTrends platform using keywords related to cannabis, marijuana edibles, marijuana concentrates, and synthetic cannabinoids. After creating coding rules and assessing intercoder reliability, a manually labeled data set (N=4000) was developed by coding several batches of randomly selected subsets of tweets extracted from the pool of 15,623,869 collected by eDrugTrends (May-November 2015). Out of 4000 tweets, 25% (1000/4000) were used to build source classifiers and 75% (3000/4000) were used for sentiment classifiers. Logistic Regression (LR), Naive Bayes (NB), and Support Vector Machines (SVM) were used to train the classifiers. Source classification (n=1000) tested Approach 1 that used short URLs, and Approach 2 where URLs were expanded and included into the bag-of-words analysis. For sentiment classification, Approach 1 used all tweets, regardless of their source/type (n=3000), while Approach 2 applied sentiment classification to personal communication tweets only (2633/3000, 88%). Multiclass and binary classification tasks were examined, and machine-learning sentiment classifier performance was compared with Valence Aware Dictionary for sEntiment Reasoning (VADER), a lexicon and rule-based method. The performance of each classifier was assessed using 5-fold cross validation that calculated average F-scores. One-tailed t test was used to determine if differences in F-scores were statistically significant.

Results: In multiclass source classification, the use of expanded URLs did not contribute to significant improvement in classifier performance (0.7972 vs 0.8102 for SVM, P=.19). In binary classification, the identification of all source categories improved significantly when unshortened URLs were used, with personal communication tweets benefiting the most (0.8736 vs 0.8200, P<.001). In multiclass sentiment classification Approach 1, SVM (0.6723) performed similarly to NB (0.6683) and LR (0.6703). In Approach 2, SVM (0.7062) did not differ from NB (0.6980, P=.13) or LR (F=0.6931, P=.05), but it was over 40% more accurate than VADER (F=0.5030, P<.001). In multiclass task, improvements in sentiment classification (Approach 2 vs Approach 1) did not reach statistical significance (eg, SVM: 0.7062 vs 0.6723, P=.052). In binary sentiment classification (positive vs negative), Approach 2 (focus on personal communication tweets only) improved classification results, compared with Approach 1, for LR (0.8752 vs 0.8516, P=.04) and SVM (0.8800 vs 0.8557, P=.045).
Conclusions: The study provides an example of the use of supervised machine learning methods to categorize cannabis- and synthetic cannabinoid–related tweets with fairly high accuracy. Use of these content analysis tools along with geographic identification capabilities developed by the eDrugTrends platform will provide powerful methods for tracking regional changes in user opinions related to cannabis and synthetic cannabinoids use over time and across different regions.

(JMIR Public Health Surveill 2016;2(2):e162) doi:10.2196/publichealth.6327
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Introduction
To design effective prevention, intervention, and policy measures, public health professionals require timely and reliable information on new and emerging drug use practices and trends [1-3]. There is a growing recognition that user-generated content available through Web-based and social media platforms such as Twitter, can be used as a rich data source of unsolicited and unfiltered self-disclosures of substance use and abuse behaviors. Such data could be used to complement and broaden the scope of existing illicit drug use monitoring systems by enhancing their capacity for early identification of new trends [3-6].

Twitter is a microblogging service provider and social network platform that was launched in 2006. Currently, Twitter reports 310 million monthly active users [7] that generate over 500 million tweets per day [8]. Prior research has demonstrated that Twitter can be a useful tool for infodemiology studies of very diverse public health issues [9-12]. Furthermore, the US Twitter population is young and ethnically diverse, which makes analysis of Twitter data particularly suitable for drug abuse surveillance because young adults display the highest rates of drug use behaviors [13].

Because of the high volume of data generated by Twitter users and availability of geographic information, analysis of tweets can help identify geographic and temporal trends [14-17]. The content of tweets, although brief and limited to 140 characters (with some recent relaxation of this limit), can be used to extract information on user attitudes and behaviors related to drug use [15,16,18-22]. Prior research indicates that the ability to separate personal communications from other types of communications such as official/media or retail-related tweets might help reduce the “noise” in social media research and increase the quality of the data for epidemiological surveillance [23,24]. Sentiment analysis is another approach to content analysis of social media data that seeks to understand the opinions (positive, negative, or neutral) expressed regarding selected topics.

Several prior studies used manual coding to classify cannabis, alcohol, and other drug-related tweets by sentiment [15,18,20,21] and source [15,21]. However, such studies, because they relied on manual coding, were limited to the analyses of relatively small samples of tweets. Manual coding is a labor intensive and time consuming process, and its wider application to social media data is human-resource intensive and hence slow, expensive, and difficult in particular for the purpose of identifying emerging trends in real-time. Automation of content analysis tasks would provide powerful tools to examine temporal and geographic trends not just in terms of general tweeting activity [14-17], but also in terms of the types of communications and opinions expressed in such tweets (eg, how the opinions expressed in tweets in relation to emerging cannabis products change over time and vary across different states and regions).

Although several prior studies reported on the development of automated approaches to analyze tobacco and e-cigarette-related tweet content [25,26] and to identify adverse effects associated with medical use of pharmaceutical drugs [27,28], there have been very few attempts to apply automated content analysis techniques to analyze drug abuse–related tweets [29]. This lack of research is partially related to the fact that drug-related content adds another layer of ambiguity and difficulty in the development of automated techniques because of pervasive use of slang terminology and implied meanings [30,31]. For example, the sentiment lexicon that generally conveys negative meaning in its conventional uses (eg, “bad,” “wasted,” “faded,” “fucked up”) could express positive sentiment when used in drug-related tweets that describe desired effects of getting intoxicated and high (eg, “I wanna mad amounts of blunts and let’s get faded”; “I get fucked up on this shit, I drink lean and smoke dabs every day”). For this domain-specific usage and meanings of sentiment words (where “bad” comes to mean “good,” such as in the case of being “faded” or “fucked up”), traditional approaches that use sentiment lexicons (eg, Valence Aware Dictionary for sEntiment Reasoning (VADER) [32]) may not perform well, and machine learning techniques, trained using manually coded data, could increase the accuracy of sentiment identification in drug-related tweets.

The study builds on interdisciplinary collaboration that combines drug abuse and computer science research to develop eDrugTrends, a highly scalable infodveillance platform for real-time processing of social media data related to cannabis and synthetic cannabinoid use. Development of eDrugTrends platform is based on previous research and infrastructure created by our research team, including Twitris (for analysis of Twitter data) [33-36] and PREDOSE (for analysis of Web forum data) [37-39].

The key goal of this study is to describe the development and performance of machine learning classifiers to automatically identify tweets by the source/type of communication (personal, official/media, retail) and sentiment (positive, negative, neutral) expressed in cannabis- and synthetic cannabinoid–related tweets. Because prior research identified distinct linguistic and sentiment patterns in personal communication tweets compared with tweets generated by organizational entities [15,23], the study also tests an innovative approach that integrates sentiment
and source classification to examine sentiment identification in personal communication tweets.

**Methods**

**Data Collection**

The eDrugTrends platform [14,15] was used to collect and filter Twitter data available through Twitter’s streaming Application Programming Interface. eDrugTrends filters out non-English language tweets and uses keywords and blacklist words to extract tweets of interest. Keywords related to cannabis products (cannabis in general, marijuana edibles, marijuana concentrates) and synthetic cannabinoids were selected using prior research, media publications, and social media discussions of relevant terms [24]. To increase the accuracy of collected tweets, ambiguous slang terms (eg, blunt, spice) were combined with keywords indicating drug usage (eg, smoke/smoked/smoking). In addition, a “blacklist” of words was used to exclude collection of irrelevant tweets (eg, Emily Blunt, pumpkin spice latte) [14,15]. Performance of selected keywords was continuously monitored to identify emerging new uses, contexts, and meanings of slang terminology. The eDrugTrends platform is a real-time data collection system that initiated cannabis- and synthetic cannabinoid–related Twitter data collection in November 2014.

The Wright State University institutional review board reviewed the protocol and determined that the study meets the criteria for Human Subjects Research exemption 4 because it is limited to publicly available tweets. Tweets used as examples were modified slightly to ensure the anonymity of Twitter users who had posted them.

**Manual Coding**

Manual coding was conducted to develop a labeled data set to be used as a “gold standard” for machine learning classifiers. First, 3 drug abuse researchers or “domain experts” (RD, FL, RC) conducted preliminary “open” coding [40] of several batches of 200-300 tweets to develop and refine the coding rules for source (Multimedia Appendix 1) and sentiment classification (Multimedia Appendix 2). Next, to assess intercoder reliability, a random subsample of 300 tweets was selected from a batch of 3000 tweets that were randomly extracted from eDrugTrends database of tweets collected between May and July of 2016. Reliability subsample was coded independently by the first and third authors using QDA Miner [41]. Krippendorff’s Alpha statistic was used to assess intercoder reliability [42]. Coding of personal communication (K Alpha = 0.84) and media-related communication (K Alpha = 0.83) tweets had substantial agreement, while agreement was moderate for retail-related tweets (K Alpha = 0.64). Coding of positive (K Alpha = 0.69) and negative sentiment (K Alpha = 0.68) had an adequate level of agreement. However, coding of neutral/ unidentified category of tweets achieved a lower level of intercoder agreement (K Alpha = 0.49), which could be explained by the fact that this category was a more amorphous and eclectic group.

Development of the manually labeled data set involved several phases of coding conducted by the first and third authors. To obtain a more balanced dataset, less common categories (eg, negative or retail-related tweets) were purposefully oversampled (for more details, see Multimedia Appendix 3). Oversampling of underrepresented categories is important in order to obtain a more balanced data set for development of machine learning classifiers, given that significant under sampling of a certain category in the training data can directly impact the quality of classification [26]. To reach a sample size of 4000 tweets for the manually labeled data set for machine learning, more than 8000 tweets were manually reviewed and filtered using QDA Miner [41]. The tweets for manual coding were extracted from the pool of 15,623,869 tweets that were collected by eDrugTrends between May and November 2015.

The sample of 4,000 manually labeled tweets was split into two subsamples−1000 were used to train source classifier, and 3000 were allocated for sentiment classification. Information on the manually labeled tweet numbers by category for each subsample is provided in Multimedia Appendix 4.

**Machine Learning**

Because the study aimed to integrate source and sentiment classification by focusing on sentiment in personal communication tweets only, source classification can be seen as a preprocessing step that is done before sentiment classification. First, 1000 tweets were used to train a source classifier (Multimedia Appendix 4). Next, for the remaining 3000 tweets (Multimedia Appendix 4), the source classifier is applied to filter out the media- and retail-related tweets, and then train the sentiment classifiers using only the personal communication tweets.

**Source Classification Models**

Development of source classifiers focused only on tweets with URLs. Because all media- and retail-related tweets contained URLs, tweets without URLs could be automatically classified as belonging to the personal communication category. To select 1000 tweets with URLs for source classifier, approximately equal numbers of tweets were randomly sampled from each category–330 official/media-related, 340 retail-related, and 330 tweets that contain URLs from personal communication.

Summary information about the machine learning classification models used in the study is presented in Textbox 1. Source classification tested 2 approaches: Approach 1 used short URLs as they appear in tweets, and Approach 2 expanded URLs to their original version and used unigrams and bigrams obtained from unshortened URLs as features in machine learning (Textbox 1 A). Twitter automatically shortens all links to save character space [43], and such shortened links typically do not contain identifiable words. In contrast, expanded URLs frequently contain useful information that could help improve tweet classification accuracy. Examples of commonly occulting words identified in expanded URLs are presented in Multimedia Appendix 5.

First, performance of source classifiers was assessed for multiclass classification (media, retail, personal). Next, the best performing machine learning algorithm in multiclass classification was selected to assess 3 binary classification tasks: (1) media versus the remaining tweets, (2) retail versus the
remaining tweets, and (3) personal communication tweets versus the remaining tweets (Textbox 1 A).

**Sentiment Classification Models**

Sentiment classification tested 2 approaches: Approach 1 applied sentiment classification to all tweets, regardless of their source/type, using all 3000 manually labeled tweets (1292 positive, 921 negative, 787 neutral/unidentifiable), and Approach 2 applied sentiment classification to tweets identified as personal communications only, excluding retail and media-related tweets. For this approach, the sample of 3000 tweets was first processed using the best performing source classifier (developed for this study) to identify personal communication tweets, which resulted in a sample of 2633 tweets (Textbox 1 B). The sample of 2633 tweets contained 1157 that were manually labeled as positive, 850 negative, and 626 neutral/unidentifiable. (Note that these numbers are different from the information presented in Multimedia Appendix 4 because extraction of 2633 personal communication tweets was performed using source classifier, while Multimedia Appendix 4 information is based on manual coding).

Performance of sentiment classifiers was examined for multiclass (positive, negative, neutral) and for binary classification tasks. Binary classification focused on positive versus negative tweets to examine how well sentiment classifiers performed on reliable categories (as determined by reliability assessment), excluding neutral/unidentifiable group that reached a low level of agreement among human coders. To test Approach 1 (all tweets, regardless of source/type), binary classification used a data set of 2213 tweets that was obtained after removing 787 neutral tweets from the sample of 3000. To test Approach 2 (personal communication tweets only), binary classification used a dataset of 2007 tweets that was obtained after removing 626 neutral/unidentifiable tweets from the sample of 2633 (Textbox 1 B).

In addition, the study used a lexicon and rule-based method VADER that was developed for the analysis of social media texts [32] to classify manually labeled tweet sample allocated for sentiment analysis (N=3000). VADER performance in classifying manually annotated tweets was compared with the accuracy of machine learning classifiers using a one-tailed t test statistic.

Textbox 1. Summary information on classification models tested for tweet classification by source/type and sentiment.

### A. Classification by source/type

**Approach 1**: using all tweets, regardless of their source/type

- Multiclass classification [logistic regression (LR), naive bayes (NB), support vector machines (SVM)]:
  - Personal versus media versus retail (n=1000)
- Binary classification (using classifier that showed the best results in multiclass classification):
  - Personal versus the rest (n=1000)
  - Retail versus the rest (n=1000)
  - Media versus the rest (n=1000)

**Approach 2**: using expanded URLs

- Multiclass classification (LR, NB, SVM):
  - Personal versus media versus retail (n=1000)
- Binary Classification (using classifier that showed the best results in multiclass classification):
  - Personal versus the rest (n=1000)
  - Retail versus the rest (n=1000)
  - Media versus the rest (n=1000)

### B. Classification by sentiment

**Approach 1**: using all tweets, regardless of their source/type

- Multiclass classification (LR, NB, SVM):
  - Positive versus negative versus neutral/unknown (N=3000)
- Binary Classification (LR, NB, SVM):
  - Positive versus negative (N=2213; neutral excluded)

**Approach 2**: using personal communication tweets only

- Multiclass classification (LR, NB, SVM):
  - Positive versus negative versus neutral/unknown (N=2633)
- Binary Classification (LR, NB, SVM):
  - Positive versus negative (N=2007; neutral/unknown excluded)
Building and Assessment of Machine Learning Classifiers

To build classifiers, the tweets were tokenized and all words were processed to convert uppercase letters to lowercase. Because prior research suggests that stop words and complete forms of words can be useful sentiment indicators, particularly in brief texts such as tweets, stop words were retained, and no stemming was applied [44-46]. Next, all the unigrams and bigrams were collected and chi-square test was applied to select the top 500 unigrams and bigrams with highest chi-square scores as features [47]. For each feature \( t(i) \), its tf-idf score was calculated in a tweet \( d(j) \) as \( w(i,j) = \text{tf}(i,j) \times \text{idf}(i) \). Term frequency \( \text{tf}(i,j) \) is the number of times feature \( t(i) \) occurs in tweet \( d(j) \). Inverse document frequency is calculated as \( \text{idf}(i) = \log(N/\text{df}(i)) \), where \( N \) is the total number of tweets in the dataset, and \( \text{df}(i) \) is the number of tweets in which feature \( t(i) \) occurs. Each tweet is represented as a feature vector, and each entry of the vector is the tf-idf score of that feature in the tweet. Three machine learning classification techniques were tested for each classification model/approach: Logistic Regression (LR), Naive Bayes (NB), and Support Vector Machines (SVM). All three are commonly used classification algorithms that are known to achieve good results on text classification tasks [25,26,48,49].

The performance of each classifier was assessed by 5-fold cross validation, which is a commonly used method for the evaluation of classification algorithms that diminishes the bias in the estimation of classifier performance [50]. This approach uses the entire dataset for both training and testing, and is especially useful when the manually labeled data set is relatively small. In 5-fold cross-validation, the manually labeled data set is randomly partitioned into 5 equal-sized subsets. The cross-validation process is then repeated 5 times (the folds). Each time, a single subset is retained as the validation data for testing the model, and the remaining 4 subsamples are used as training data. The 5 results from the folds are then averaged to produce a single estimation. The study reports the average of the precision, recall, and F-scores calculated by the system on different folds. Precision is defined as the number of correctly classified positive examples divided by the number of examples labeled by the system as positive. Recall, also referred to as sensitivity, is defined as the number of correctly classified positive examples divided by the number of positive examples in the manually coded data. An F-score is a combination (harmonic mean) of precision and recall measures [51]. One-tailed \( t \) test statistic was used to determine which classifiers performed significantly better (\( P<.05 \)).

Results

Source Classification

Source classification (Approach 1) that used short URLs demonstrated good performance (Table 1A). SVM algorithm applied to multiclass classification task achieved a macro average F-score of 0.7972, which was not significantly higher compared with LR (\( P=.09 \)) or NB (\( P=.27 \)) performance (Table 1A). Table 1B shows the performance of source classifier that used expanded URLs when applied to multiclass classification task. SVM showed slightly better improvement in performance in multiclass classification, compared with NB and LR algorithms, reaching 0.8141 precision, 0.8119 recall, and an F-score of 0.8102. However, these differences did not reach a level of statistical significance (Table 1C).

Table 1. Performance of multiclass source classifiers.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR\textsuperscript{a}</td>
<td>0.8007</td>
<td>0.7946</td>
<td>0.7938</td>
</tr>
<tr>
<td>NB\textsuperscript{b}</td>
<td>0.8023</td>
<td>0.7926</td>
<td>0.7936</td>
</tr>
<tr>
<td>SVM\textsuperscript{c}</td>
<td>0.8059</td>
<td>0.7976</td>
<td>0.7972</td>
</tr>
<tr>
<td>LR</td>
<td>0.8062</td>
<td>0.8026</td>
<td>0.8013</td>
</tr>
<tr>
<td>NB</td>
<td>0.8005</td>
<td>0.7972</td>
<td>0.7953</td>
</tr>
<tr>
<td>SVM</td>
<td>0.8141</td>
<td>0.8119</td>
<td>0.8102</td>
</tr>
</tbody>
</table>

\textsuperscript{a}LR: logistic regression.
\textsuperscript{b}NB: naive bayes.
\textsuperscript{c}SVM: support vector machines.

C. \( P \) values calculated using \( t \) test to assess statistical significance of differences in classifier performance (F-scores)

Approach 1 \( \text{SV} \text{M} \text{ vs} \text{LR, } P=.09; \text{SV} \text{M} \text{ vs} \text{NB, } P=.27 \)
Approach 2 \( \text{SV} \text{M} \text{ vs} \text{LR, } P=.13; \text{SV} \text{M} \text{ vs} \text{NB, } P=.10 \)
Approach 1 vs 2 \( \text{LR1 vs LR2, } P=.19; \text{NB1 vs NB2, } P=.47; \text{SV} \text{M1 vs SV} \text{M2, } P=.19 \)
Table 2. Performance of SVM source classifiers on binary classification for each source category.

<table>
<thead>
<tr>
<th>Type of classification</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Approach 1, using short URLs (N=1000)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media</td>
<td>0.8873</td>
<td>0.8278</td>
<td>0.8477</td>
</tr>
<tr>
<td>Retail</td>
<td>0.8723</td>
<td>0.7913</td>
<td>0.8117</td>
</tr>
<tr>
<td>Personal</td>
<td>0.8755</td>
<td>0.7976</td>
<td>0.8200</td>
</tr>
<tr>
<td>B. Approach 2, using unshortened URLs (N=1000)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media</td>
<td>0.8958</td>
<td>0.8639</td>
<td>0.8769</td>
</tr>
<tr>
<td>Retail</td>
<td>0.8881</td>
<td>0.8155</td>
<td>0.8357</td>
</tr>
<tr>
<td>Personal</td>
<td>0.9020</td>
<td>0.8572</td>
<td>0.8736</td>
</tr>
<tr>
<td>C. P values calculated using t test to assess statistical significance of differences in classifier performance (F-scores)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal vs Media, $P=.094$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal vs Retail, $P=.27$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media vs Retail, $P=.07$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal vs. Media, $P=.38$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal vs Retail, $P=.03^a$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media vs Retail, $P=.01^a$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach 1 vs 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal1 vs Personal2, $P=.001^a$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retail1 vs Retail2, $P=.004^b$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media1 vs Media2, $P=.049^b$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Values that show statistically significant differences.

Performance of both source classification approaches was also assessed on binary classification tasks. Because SVM showed slightly better performance in multiclass classification than NB or LR (although not statistically significant), it was selected for evaluation on 3 binary classification tasks using the 1000 tweets: (1) media-related tweets versus the rest of tweets, (2) retail-related tweets versus the rest of tweets, and (3) personal tweets versus the rest of tweets (Table 2). When using short URLs for binary classification task, identification of media-related tweets showed slightly better precision, recall, and overall F-scores compared with identification of retail or personal communication tweets (Table 2 A), although these differences were not statistically significant (Table 2 C). The identification of all 3 source categories benefited significantly when unshortened URLs were used as features in classification. Improvements in F-scores between Approaches 1 and 2 were significant for all 3 categories (Table 2 C). The identification of the personal communication tweets benefited most reaching 0.9020 precision, 0.8572 recall, and an F-score of 0.8736, compared with an F-score of 0.8200 when using short URLs ($P<.001$). Furthermore, when Approach 2 was used, identification of media and personal communication tweets showed significantly higher F-scores compared with retail-related tweet identification (Table 2 C).

Sentiment Classification

For general sentiment classification approach that classified all 3000 tweets regardless of their source, SVM results showed better precision (0.7147) than other machine learning classifiers, but LR achieved better recall (0.6763) (Table 3 A). In overall F-scores, SVM achieved slightly better results (F=0.6723) than other machine learning classifiers, but the differences were not statistically significant (Table 3 C). However, all 3 machine-learning algorithms achieved better results than the lexicon and rule based method VADER. Compared with VADER (F=0.5116), SVM performance was over 30% better, and the difference was statistically significant at $P<.001$ (Table 3 C).

Before sentiment classification Approach 2 could be applied, the sample of 3000 tweets had to be processed to extract personal communication tweets. Because the SVM source classifier with unshortened URLs showed better performance than other classifiers (Table 2), it was used to identify the personal communication tweets (2633) from the sample of 3000. Table 3 B shows evaluation of sentiment classification of personal communication tweets. Compared with Approach 1 (Table 3 A), multiclass sentiment classification of personal communication tweets (Approach 2) showed approximately 3% improvement for NB, 4% improvement for LR, and 5% for SVM classifier, although these increases did not reach a level of statistical significance (Table 3 C). The NB classifier achieved the greatest precision (0.7539), but SVM showed the highest recall scores (0.7021). Overall, the SVM classifier demonstrated slightly better performance than the other 2 machine learning classifiers by achieving an F-score of 0.7062, which was significantly greater compared with LR and NB, but these difference did not reach statistical significance. All 3 machine-learning classifiers achieved better accuracy than VADER. The F-score of SVM was over 40% greater in comparison to VADER performance, and the difference was statistically significant at $P<.001$ (Table 3 C). The most discriminative unigram and bigram features reflect thematic categories pertinent to each source category (Multimedia Appendix 6).
### Table 3. Performance of multiclass sentiment classifiers (positive, negative, neutral).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Approach 1, including all tweets regardless of the source (N=3000)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR(^a)</td>
<td>0.7047</td>
<td>0.6763</td>
<td>0.6703</td>
</tr>
<tr>
<td>NB(^b)</td>
<td>0.7101</td>
<td>0.6693</td>
<td>0.6683</td>
</tr>
<tr>
<td>SVM(^c)</td>
<td>0.7147</td>
<td>0.6691</td>
<td>0.6723</td>
</tr>
<tr>
<td>VADER(^d)</td>
<td>0.5213</td>
<td>0.5261</td>
<td>0.5116</td>
</tr>
<tr>
<td><strong>B. Approach 2, including personal communication tweets only (N=2633)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.7145</td>
<td>0.6996</td>
<td>0.6931</td>
</tr>
<tr>
<td>NB</td>
<td>0.7539</td>
<td>0.6914</td>
<td>0.6980</td>
</tr>
<tr>
<td>SVM</td>
<td>0.7442</td>
<td>0.7021</td>
<td>0.7062</td>
</tr>
<tr>
<td>VADER</td>
<td>0.5153</td>
<td>0.5211</td>
<td>0.5030</td>
</tr>
</tbody>
</table>

C. \(P\) values calculated using \(t\) test to assess statistical significance of differences in classifier performance (F-scores)

- Approach 1: SVM vs LR, \(P=.38\); SVM vs NB, \(P=.23\); SVM vs VADER, \(P<.001\)
- Approach 2: SVM vs LR, \(P=.05\); SVM vs NB, \(P=.13\); SVM vs VADER, \(P<.001\)
- Approach 1 vs 2: LR1 vs LR2, \(P=.08\); NB1 vs NB2, \(P=.06\); SVM1 vs SVM2, \(P=.052\)

\(^a\)LR: logistic regression.
\(^b\)NB: naive bayes.
\(^c\)SVM: support vector machines.
\(^d\)VADER: Valence Aware Dictionary for eSentiment Reasoning.
\(^e\)Values that show statistically significant differences.

### Table 4. Performance of binary sentiment classifiers (positive vs negative).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Approach 1, including all tweets regardless of the source (N=2213)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR(^a)</td>
<td>0.8700</td>
<td>0.8495</td>
<td>0.8516</td>
</tr>
<tr>
<td>NB(^b)</td>
<td>0.8797</td>
<td>0.8491</td>
<td>0.8540</td>
</tr>
<tr>
<td>SVM(^c)</td>
<td>0.8803</td>
<td>0.8513</td>
<td>0.8557</td>
</tr>
<tr>
<td><strong>B. Approach 2, personal communication tweets only (N=2007)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.8878</td>
<td>0.8728</td>
<td>0.8752</td>
</tr>
<tr>
<td>NB</td>
<td>0.8892</td>
<td>0.8629</td>
<td>0.8666</td>
</tr>
<tr>
<td>SVM</td>
<td>0.8964</td>
<td>0.8757</td>
<td>0.8800</td>
</tr>
</tbody>
</table>

C. \(P\) values calculated using \(t\) test to assess statistical significance of differences in classifier performance (F-scores)

- Approach 1: SVM vs LR, \(P=.20\); SVM vs NB, \(P=.36\)
- Approach 2: SVM vs LR, \(P=.20\); SVM vs NB, \(P=.003\)
- Approach 1 vs 2: LR1 vs LR2, \(P=.04\); NB1 vs NB2, \(P=.13\); SVM1 vs SVM2, \(P=.045\)

\(^a\)LR: logistic regression.
\(^b\)NB: naive bayes.
\(^c\)SVM: support vector machines.
\(^d\)Values that show statistically significant differences.

As shown in Table 4 A, for binary sentiment classification (Approach 1), the SVM classifier showed the best precision and recall scores. The SVM algorithm achieved an F-score of 0.8557, which was slightly higher than LR and NB, although the differences were not statistically significant (Table 4 C). When sentiment classification was performed on personal communication tweets only (Table 4 B), LR and SVM performance showed statistically significant improvement in
comparison to Approach 1 binary classification task (Table 4 C). The SVM classifier achieved high precision and recall (both of which approached 90%), and an F-score of 0.8800, which was significantly greater in comparison to NB, but not significantly different from LR (Table 4 C). Results of binary classification tasks were not compared with VADER, because the latter still classifies tweets into 3 categories assigning a tweet to a neutral category when it cannot find any sentiment words/patterns.

The most discriminative unigram and bigram features that were identified by chi-square test reflect thematic groups as pertinent to sentiment categories: “want,” “love,” “need” for positive, in contrast to “don’t,” “shit,” “fake” for negative tweets (Multimedia Appendix 7). Our sentiment classifier tended to incorrectly classify tweets that expressed an opposing opinion to negative thoughts or actions related to cannabis use or its legalization. For example, the following tweets were classified as negative by our classifier, although manual coding identified them as conveying positive views toward cannabis: “@GovChristie very ignorant to not see the value of cannabis”; “I think it’s ridiculous professional athletes get penalized for smoking a joint....” Humorous and sarcastic tweets were also more difficult to classify correctly by our classifier. For example, the following tweet was coded by domain experts as conveying a positive attitude toward marijuana, but was coded as negative by our machine learning classifier: “Marijuana - side effects may include being happy and consumption of fast food.”

Discussion

Principal Findings

The results of this study provide an example of the use of supervised machine learning methods to categorize cannabis- and synthetic cannabinoid–related content on Twitter with fairly high accuracy. To classify tweets by source/type of communication, an SVM algorithm that used expanded URLs produced the best results, in particular as demonstrated by binary classification tasks. For sentiment classification, the SVM algorithm that focused on “personal communication” tweets, in particular classifying positive versus negative tweets only, performed better than a more general approach that included all tweets regardless of the source.

Integration of the 2 dimensions of content analysis tasks—identification of type of communication and sentiment—represents a novel approach. Identification of sentiment in user-generated tweets (personal communications) carries greater relevance for drug abuse epidemiology research than an approach that does not separate personal from media- and retail-related tweets. Use of these content analysis tools along with geographic identification features currently functional in the eDrugTrends platform [14] will provide powerful methods for tracking regional changes in user sentiments related to cannabis and synthetic cannabinoids use over time and across different states or regions.

Overall, our machine learning methods for sentiment classification demonstrated substantially better performance than the lexicon and rule-based method VADER [32]. Prior research has shown that VADER method can achieve an F-score of 0.96 in identifying sentiment when applied to “general” tweets. It is noteworthy that VADER accuracy in classifying tweets in drug use–related domain (where negative words sometime can convey positive and desired experiences) was substantially lower (F=0.51). The accuracy of SVM multiclass sentiment classifier that focused on personal communication tweets only was 40% better in comparison to VADER performance, and the difference was statistically significant at P<.001.

Our study demonstrates that content analysis and manual coding of drug-related tweets is not an easy task even for human coders with substantial experience in drug abuse research and qualitative content analysis. This is consistent with prior studies that have reported high level of ambiguity and lack of context as complicating factors in content analysis of tweets [52]. Although our study demonstrates strong performance of machine learning classifiers for automatic classification of tweet content, manual coding will remain an important method necessary for exploration of new domains and improvement of existing automated classification techniques to reflect changes in drug use practices and/or slang terminology. Our experiences developing the labeled data set emphasize the importance of: (1) revealing ambiguities and difficulties encountered when conducting manual coding, and (2) using appropriate metrics to assess intercoder reliability [42].

Limitations

One of the limitations of our study is that we did not include development of machine learning classification methods to identify relevant and irrelevant tweets (eg, cases were “spice” may refer not to synthetic cannabinoids but to food seasoning). Relevance of extracted data was monitored using appropriate keyword combinations and blacklisted words [15]. We also note the limitations in relation to our ability to identify neutral tweets because they were grouped together with the “unidentifiable” or “difficult to classify” tweets. Until better methods are developed, our future applications of eDrugTrends sentiment analysis tools will take into consideration that neutral/unidentifiable group is a nonreliable category, and will focus on drawing conclusions about positive/negative sentiment tweets only.

Future research will assess performance of these techniques to analyze tweets mentioning other drugs of abuse and will also extend them to automate extraction of more detailed thematic information from drug-related tweets. In addition, because many tweets contain visual information to convey meaning, machine learning–based image classification would add an additional dimension and improve the accuracy of overall tweet content classification. In the future, we will examine the feasibility of separating true neutral tweets from unidentifiable group to improve sentiment analysis.

Conclusions

This is one of the first studies to report successful development of automated content classification tools to analyze recreational drug use–related tweets. These tools, as a part of eDrugTrends platform, will help advance the field’s technological and
methodological capabilities to harness social media sources for drug abuse surveillance research. Our future deployment of the eDrugTrends platform will generate data on emerging regional and temporal trends and inform more timely interventions and policy responses to changes in cannabis and synthetic cannabinoid use practices.
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Abstract

Background: After the Fukushima Dai-ichi Nuclear Power Station accident in Japan on March 11, 2011, a large number of comments, both positive and negative, were posted on social media.

Objective: The objective of this study was to clarify the characteristics of the trend in the number of tweets posted on Twitter, and to estimate how long public concern regarding the accident continued. We surveyed the attenuation period of the first term occurrence related to radiation exposure as a surrogate endpoint for the duration of concern.

Methods: We retrieved 18,891,284 tweets from Twitter data between March 11, 2011 and March 10, 2012, containing 143 variables in Japanese. We selected radiation, radioactive, Sievert (Sv), Becquerel (Bq), and gray (Gy) as keywords to estimate the attenuation period of public concern regarding radiation exposure. These data, formatted as comma-separated values, were transferred into a Statistical Analysis System (SAS) dataset for analysis, and survival analysis methodology was followed using the SAS LIFETEST procedure. This study was approved by the institutional review board of Hokkaido University and informed consent was waived.

Results: A Kaplan-Meier curve was used to show the rate of Twitter users posting a message after the accident that included one or more of the keywords. The term Sv occurred in tweets up to one year after the first tweet. Among the Twitter users studied, 75.32% (880,108/1,168,542) tweeted the word radioactive and 9.20% (107,522/1,168,542) tweeted the term Sv. The first reduction was observed within the first 7 days after March 11, 2011. The means and standard errors (SEs) of the duration from the first tweet on March 11, 2011 were 31.9 days (SE 0.096) for radioactive and 300.6 days (SE 0.181) for Sv. These keywords were still being used at the end of the study period. The mean attenuation period for radioactive was one month, and approximately one year for radiation and radiation units. The difference in mean duration between the keywords was attributed to the effect of mass media. Regularly posted messages, such as daily radiation dose reports, were relatively easy to detect from their time and formatted contents. The survival estimation indicated that public concern about the nuclear power plant accident remained after one year.

Conclusions: Although the simple plot of the number of tweets did not show clear results, we estimated the mean attenuation period as approximately one month for the keyword radioactive, and found that the keywords were still being used in posts at
the end of the study period. Further research is required to quantify the effect of other phrases in social media data. The results of this exploratory study should advance progress in influencing and quantifying the communication of risk.

(JMIR Public Health Surveill 2016;2(2):e168) doi:10.2196/publichealth.5384
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Introduction

Spreading Concern About Radiation Exposure: Social Media and the Fukushima Dai-ichi Nuclear Power Station Accident in Japan

When the Fukushima nuclear power station accident occurred in Japan on March 11, 2011, concerns about radiation exposure arose. Continuous anxiety was assumed to affect people’s physical and mental health, and the duration of fear or anxiety regarding the accident has remained unknown. An accurate estimation of the duration of concern would lead to recommendations related to public health action. To date, the duration of public concern has been difficult to measure because the data can be multi-scaled according to various topics and time scales. Many comments regarding the Fukushima accident have been posted on social media, such as Facebook and Twitter. It has become apparent that social media platforms encourage people to share their concerns regarding radiation exposure in their daily lives; a person’s concern is highly correlated with the amount and length of a communication [1]. Thus, our primary interest was to quantify the amount of communication related to the specific topic of radiation exposure. Quantifying public anxiety plays an important role in public interventions [2].

Slovic surveyed the risk perception of lay people and experts concerning 30 activities, including nuclear power, and conducted factor analysis by plotting 81 hazards on a chart with the axes dread risk and unknown risk [3]. The concept diagnostic X-rays showed a low dread risk value, whereas nuclear reactor accidents, nuclear weapons fallout, and radioactive waste had high values for dread risk and medium values for unknown risk [3]. Slovic mentioned the Three Mile Island nuclear accident and concluded that the perception of risk was not related to the estimated social cost [3].

Mehta and Simpson-Housley reported a linear formula composed of factors such as trait-anxiety scores, gender, and whether people had children [4]. This research showed that expectation of a future nuclear power plant disaster was positively associated with high trait-anxiety scores, the female gender, and having children living in the household [4]. Until recently, it has not been possible to establish the effect of social media in generating public anxiety about nuclear power plant accidents and radiation exposure from radioactive waste. However, we have not been able to find any previous studies regarding the traits of terminology to capture written concerns about nuclear power plant accidents.

Exploring Twitter data, we aimed to generate a hypothesis regarding Twitter users’ interest related to the Fukushima Dai-ichi Nuclear Power Station accident. Focusing on Twitter users, we surveyed previous research on how users express their concerns regarding radiation exposure or a power station accident, and found only a small number of articles in the psychological literature [5]. With the emergence of social media, Twitter users have played a central role in health and the health care process, not only as recipients of health services, but also as initiators of positive personal health action. Users also bring the patient community together (eg, PatientsLikeMe.com, whose members manage home-based care for themselves and others) and act as citizens engaged in collaborative practices (ie, promoting proper sanitization and clean air) to ensure the health of their communities [6,7].

Social Media in Health Care Research

Previous studies have explored evidence regarding the effects of social media on the perceptions of Twitter users. Approximately 90% of the Dutch population aged 12 years and older use the Internet, and 70% of these individuals are active on social media, particularly Facebook and Twitter (ie, the Web 2.0) [8]. According to the Japanese Ministry of Internal Affairs and Communications’ Communication Usage Trend Survey 2015, Internet usage in Japan has shown an increasing trend, with approximately 82.2% of the population using the Internet and 62.6% using smartphones [9].

Twitter was introduced as an education support tool in the nursing domain for the first time in 2006 [10-13]. The neologism infoveillance (information + surveillance) was introduced by Eysenbach [14,15]. Novel methods for infoveillance are becoming available, such as mining, aggregating, and analyzing online textual data in real-time. Studies have shown that pandemic predictions or estimates of influenza-like illnesses derived from Twitter accurately track the reported levels of diseases [16-18]. Using Twitter data in conjunction with epidemiological data, Chew and Eysenbach reported on pandemic prediction of the H1N1 influenza outbreak, using double plot analyses to demonstrate that sharp increases in the absolute volume of H1N1-related tweets coincided with major H1N1 news events [18]. This finding demonstrated the usefulness of infodemiology techniques for pandemic prediction. In their 2014 study, Zhao et al reported a method for identifying influential users from Twitter data [19]. Several social media platforms are currently available, such as Twitter, Facebook, and LinkedIn. Due to its popularity, we focused on Twitter in this study.

The Problem of Social Media-Based Big Data in Health Care

The concept of big data was introduced to the public by Douglas Laney, who discussed the problem of big data with respect to data volume, velocity, and variety [20]. At the time Laney wrote about this issue, big data had for the first time become...
widespread in e-commerce; it subsequently infiltrated health care. The current definition of big data includes a further term: veracity [21]. Big data was regarded as a combination of large-scale, structured, and unstructured data, and the digital record of social infrastructure or social media was also regarded as part of this. The United States Federal Government has announced the challenges of big data and its mission for a big data program, which includes, “Informatics for Integrating Biology and the Bedside” developed by the National Library of Medicine, with the aim of creating more than 50 tools and approaches to facilitate the integration and exchange of informational byproducts of health care and biomedical research.

These tools were developed through open source sharing. Two major problems remain with this project. First, big data involves a large-scale volume of data, and powerful computing is required to handle this, yet professional medical staff, for example, may require real-time access to the data. Laney proposed the selection of data through sampling [20]. The American Statistical Association (ASA) published their policy entitled, “Discovery with data: leveraging statistics with computer science to transform science and society” to address these problems [21].

To handle large-volume data, the ASA reviewed techniques and started with data visualization. The statistics community has a long history of developing data visualization techniques, not just histograms and scatterplots, but also techniques such as trellis plots and dynamic graphs. The ASA has also introduced modern visualization techniques such as treemaps and other techniques for visualizing network data; these approaches are going to be heavily in demand, and new ways of visualizing complex data with specific properties will need to be developed [22]. Causal inference is also covered in the policy of the ASA, and summarizing data using graphs plays an important role in estimating causal inference. Techniques used in data mining do not appear to be synthesized with conventional statistical methodology; the ASA has proposed combining data mining techniques with visualization, and have claimed that this approach has the potential to exceed the power of either field alone.

Second, it is difficult to identify the individual who posted a comment on social media, and existing statistical methodologies can be difficult to use, as it may not be clear whether the observation was independent or not. The problem of defining a study population remains in social media research, as some people post comments using a user identification (ID) with multiple users, or a user ID from an automated tweeting program. Twitter has a growing user population and is open in nature, which has made it an ideal target for exploitation by automated tweeting programs, known as bots. Like bots in other Web applications such as Internet chatrooms, blogs, and online games, bots have become common on the Twitter platform [23-25].

Motivation

We have focused on public concern related to the risk of a nuclear power plant accident and concern about the negative effects of radiation on the human body. Public concern is affected by the media (eg, TV, radio, or Internet), making this study unique from an informatics perspective. Over the course of this study we observed a widespread concern that has not been quantified. Some phrases related to radiation exposure (ie, air dose rate or no radiation particle spread) that were mentioned in microblogs may have been used to infer the status and safety of specific conditions in geographically distinct regions. However, it is not well established when these words arise or how long public concern lasts among Twitter users.

Purpose

The duration of public concern has thus far been difficult to measure, because the data can be multi-scaled according to various topics and time scales. Exploring Twitter data required making assumptions regarding Twitter users’ interest in the Fukushima Dai-ichi Nuclear Power Station accident.

The purpose of this study was to clarify the characteristics of the trend in the number of tweets posted on Twitter, and to estimate how long public concern about the accident lasted. We surveyed the attenuation period of radiation exposure-related terms for the first time as a surrogate endpoint for the duration of concern.

Methods

Twitter Data and Tools

We retrieved Japanese Twitter data from March 11, 2011 to March 10, 2012 as social networking service data from Twitter, Incorporated [26]. Twitter was created in March 2006, and the service rapidly gained worldwide popularity; by 2012, more than 100 million users were posting 340 million tweets per day [27]. Each tweet contains a Tweet ID, a textual part (restricted to 140 characters), and the tweet’s date and time. We obtained 18,891,284 tweets and 143 variables, including date and time of tweet, tweet text, user ID, and user names. The file size totaled 17.2 gigabytes. The data was in comma-separated values (CSV) format.

We also used the programming language Java (jre1.8.0_25) with Eclipse Luna 4.4.0, an integrated development environment, for data handling. The statistical packages SAS 9.4 and JMP 11 pro (both SAS Institute Inc., Cary, NC) were used for estimating the survival curve. We used the HP Z420 workstation (Hewlett-Packard Company) with 3.7 gigahertz central processing unit and 64 gigabyte memory.

Figure 1 depicts a flowchart for the construction of the dataset. We obtained the Twitter data in CSV format and divided the information into 10 subsets using an original Java program, because it was easy to detect errors when converted into the SAS datasets. To handle the Twitter data using the SAS, we formatted the variable names as alphanumeric. We used the frequency (FREQ) procedure (an SAS analysis program) for count and categorical data, and obtained time series data for the tweet count per day.

We intended to quantify public concern regarding radiation exposure from the Fukushima Dai-ichi Nuclear Power Station accident. Although we treated the tweet count as a measure of public concern, there appeared to be a gap between the concerns of Twitter users and the tweet count. Consequently, we showed the correlation by plotting air dose rate data against tweet count.
as evidence of surrogacy. Data for the air dose rate around the Fukushima Dai-ichi Nuclear Power Station were available to the public on the Tokyo Electric Power Company’s webpage [28], and as of June 2015 these data had been updated only in Japanese. The Tokyo Electric Power Company established eight monitoring posts (MPs) to estimate the air dose rate within the area of the power station.

This study was approved by the institutional review board of Hokkaido University, Health Science School. Informed consent was waived because all records were anonymized and we surveyed data retrospectively.

**Figure 1.** Flowchart showing data construction.

Selection of Keywords Related to Concern About Radiation Exposure

Keyword selection played an essential role in this research. It was important to select keywords that were sensitive in detecting the concern about radiation risk. Figure 2 shows event detection using the dictionary. When the mass media broadcast information related to radiation exposure, the words radiation or radioactive were used frequently, along with the radiation units Sievert (Sv), gray (Gy), and Becquerel (Bq). We selected radiation, radioactive, Sv, Bq, and Gy as keywords to estimate the attenuation period. The keywords radiation and radioactive were in Japanese and the radiation units were used in their normal format. Natural language processing techniques are frequently used for text analyses in radiology, or to identify patient smoking status; however, it was difficult to merge the two different words into a single concept in the Twitter datasets because the free text part of Twitter data was restricted to 140 characters, leaving little contextual information available to use in this case [29,30]. Thus, we maintained the reproducibility based on the keyword selection using multiple concept names. Using the keywords, we matched the concept names with those terms in the free text portion of the Twitter datasets. The mean proportions of tweets that contained the keywords radiation or radioactive were plotted on an hourly basis.

When a Twitter user posted a tweet containing one of the keywords for the first time, we regarded this as an event, and analyzed it using the SAS LIFETEST procedure. Background characteristics such as mean count per day were plotted as a time series plot using the SAS FREQ procedure. This analysis would normally show a great deal of censored data, so we suppressed the censored plot on the Kaplan-Meier curve.
Estimating Public Concern Using Survival Analysis

The survival analysis technique is useful for handling and evaluating time series data. In the field of biostatistics, an event in this analysis indicates the death of a subject, and survival time refers to a period with no event (and is thus interpreted as, for example, disease-free survival or progression-free survival). Many textbooks related to survival analyses have been published [31,32], but the use of this methodology in the present study was quite different from its use in biostatistics.

When we conducted the survival analysis, we could not determine the starting time point for the observation because the individual who tweeted the event could not be followed by the authors in social media; this issue highlights one important difference between big data analysis and other types of research, such as clinical trials. We assumed that observation started on March 11, 2011 in a pseudo manner. Although some ambiguity in Twitter data is inevitable, the volume of data can reduce this effect [21]. We assumed the onset of a tweet and defined an event as when the $k^{th}$ keyword occurred in the free text part of a tweet for the first time from a given user ID. Thus, the survival function was computed as follows:

Here, $i$ indicates the $i^{th}$ day after March 11, 2011. Date and time were saved as a continuous variable in SAS. We estimated the duration of concern in seconds. The duration of concern could be attenuated with time; we estimated the mean attenuation period with $S(t_{ik})$.

Results

Twitter Data Characteristics

Table 1 shows the characteristics of tweets and Twitter IDs from March 11, 2011 to March 10, 2012. The median tweet count was 43,345 tweets/day, ranging from 25,769 to 388,984 tweets/day. The histogram was skewed right with a skewness of 5.85. The data included 1,168,543 user IDs (16.2 tweets/user ID). Available usernames numbered 879,210, but there were 125,363 usernames that were missing data. We calculated the mean number of IDs per day as 23,626.23, and 2.19 tweets per ID were posted per day. The tweet count per day showed a variation just after March 11, 2011, with spikes in September and October of 2011 in the time series plot (Figure 3). From a total of 18,891,284 tweets, 9,673,756 (51.21%) were retweets of original messages.
The air dose rate showed some variation depending on the wind direction or climatic condition. The MPs output the data for the air dose rate at 10 minute intervals. We downloaded the publicly available data and selected the eight MPs to show air dose rate. Figure 3 shows the mean hourly frequency of tweets plotted for each day of the week. The frequency of tweeting decreased from 4 o’clock to 5 o’clock a.m., and then peaked at 12 o’clock noon. There was a further increase at 8 o’clock p.m. We observed that the overall pattern each day was almost constant, regardless of the day of the week.

Figure 4 and Table 2 show the similarity in the daily tweet count and the mean MP air dose rate. Figure 4 displays a time series plot of the normalized tweet count over the entire period from March 11, 2011 to March 10, 2012, and the air dose radiation rate measured within the Fukushima Dai-ichi Nuclear Power Station. We observed a peak shortly after March 11, 2011 and relatively small peaks in September and October of 2011; there was also some daily variation. The air dose values observed at an MP were averaged per day, based on the data obtained at 10 minute intervals. Similarity was observed between the air dose rate and the tweet count.

Figure 5 shows the plot of the keyword, including proportion averaged by month for each day of the week. The proportion plot including radiation showed some positive and negative peaks at approximately 7 o’clock a.m. and 9 o’clock p.m. (Figure 5 A); the plot of radioactive appeared to be the opposite of radiation (Figure 5 B).

Table 2. Sum of squared differences between the normalized MPs and normalized tweet counts. The normalized air dose rate of MP-5 and MP-6 showed a good fit to the normalized tweet count plot.

<table>
<thead>
<tr>
<th>Compared with tweet count Monitoring post</th>
<th>Sum of squared difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP-1</td>
<td>28.72</td>
</tr>
<tr>
<td>MP-2</td>
<td>62.51</td>
</tr>
<tr>
<td>MP-3</td>
<td>14.35</td>
</tr>
<tr>
<td>MP-4</td>
<td>11.59</td>
</tr>
<tr>
<td>MP-5</td>
<td>4.66</td>
</tr>
<tr>
<td>MP-6</td>
<td>8.24</td>
</tr>
<tr>
<td>MP-7</td>
<td>20.93</td>
</tr>
<tr>
<td>MP-8</td>
<td>25.40</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of tweets and Twitter IDs on Twitter from March 11, 2011 to March 10, 2012.

<table>
<thead>
<tr>
<th></th>
<th>Tweets</th>
<th>Twitter IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>18,891,284</td>
<td>1,168,543</td>
</tr>
<tr>
<td>Mean/day, n (95% CI)</td>
<td>51,616 (48,044-55,187)</td>
<td>23,626 (21,695-25,557)</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>34,747</td>
<td>18,786</td>
</tr>
<tr>
<td>Skewness</td>
<td>5.85</td>
<td>5.04</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>32.07</td>
<td>32.07</td>
</tr>
<tr>
<td>Minimum/day, n</td>
<td>25,769</td>
<td>9421</td>
</tr>
<tr>
<td>25th percentile/day, n</td>
<td>38,766</td>
<td>15,621</td>
</tr>
<tr>
<td>Median/day, n</td>
<td>43,345</td>
<td>18,994</td>
</tr>
<tr>
<td>75th percentile/day, n</td>
<td>51,703</td>
<td>23,448</td>
</tr>
<tr>
<td>Maximum/day, n</td>
<td>388,984</td>
<td>187,291</td>
</tr>
</tbody>
</table>

The air dose rate showed some variation depending on the wind direction or climatic condition. The MPs output the data for the air dose rate at 10 minute intervals. We downloaded the publicly available data and selected the eight MPs to show air dose rate. Figure 3 shows the mean hourly frequency of tweets plotted for each day of the week. The frequency of tweeting decreased from 4 o’clock to 5 o’clock a.m., and then peaked at 12 o’clock noon. There was a further increase at 8 o’clock p.m. We observed that the overall pattern each day was almost constant, regardless of the day of the week.

Figure 4 and Table 2 show the similarity in the daily tweet count and the mean MP air dose rate. Figure 4 displays a time series plot of the normalized tweet count over the entire period from March 11, 2011 to March 10, 2012, and the air dose radiation rate measured within the Fukushima Dai-ichi Nuclear Power Station. We observed a peak shortly after March 11, 2011 and relatively small peaks in September and October of 2011; there was also some daily variation. The air dose values observed at an MP were averaged per day, based on the data obtained at 10 minute intervals. Similarity was observed between the air dose rate and the tweet count.

Figure 5 shows the plot of the keyword, including proportion averaged by month for each day of the week. The proportion plot including radiation showed some positive and negative peaks at approximately 7 o’clock a.m. and 9 o’clock p.m. (Figure 5 A); the plot of radioactive appeared to be the opposite of radiation (Figure 5 B).
Figure 3. Time series plot of the tweet count over the period from March 11, 2011 to March 10, 2012. The frequency of tweeting peaked at 388,984 per day.

Figure 4. Time series plot of the normalized tweet count from March 11, 2011 to March 10, 2012.
Survival Analysis of Twitter Events: Estimating the Attenuation Period for the Keywords

We conducted survival analyses for tweets that contained the keywords. Figure 6 shows the Kaplan-Meier curve of the first tweet rate for tweets that included the keywords radiation or radioactive. The curve for radioactive dropped below that of radiation. People continued to tweet the word radioactive a year after the first tweet, and of the 1,168,542 user IDs, 880,108 (75.32%) tweeted radioactive (Figure 6). The mean attenuation periods were 63.4 days (standard error [SE] 0.152) and 31.9 days (SE 0.096) for radiation and radioactive, respectively (Table 3). The mean attenuation period for these was much shorter than those for the radiation unit keywords. The number of events for Sv was twice the number for Bq and five times that of Gy (Table 3). We treated the remaining data as censored.
Table 3. Number of events and estimated attenuation period derived from the Twitter data.

<table>
<thead>
<tr>
<th>Keyword (Japanese)</th>
<th>Twitter ID count</th>
<th>Event</th>
<th>Censor</th>
<th>% Censored</th>
<th>Mean, days</th>
<th>95% Lower Control Limit</th>
<th>95% Upper Control Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>radioactive (放射能)</td>
<td>1,168,542</td>
<td>880,108</td>
<td>288,434</td>
<td>24.68</td>
<td>31.9</td>
<td>31.7</td>
<td>32.1</td>
</tr>
<tr>
<td>radiation (放射線)</td>
<td>1,168,542</td>
<td>710,924</td>
<td>457,618</td>
<td>39.16</td>
<td>63.4</td>
<td>63.1</td>
<td>63.7</td>
</tr>
<tr>
<td>Sv</td>
<td>1,168,542</td>
<td>107,522</td>
<td>1,061,020</td>
<td>90.8</td>
<td>300.6</td>
<td>300.2</td>
<td>301.0</td>
</tr>
<tr>
<td>Bq</td>
<td>1,168,542</td>
<td>53,034</td>
<td>1,115,508</td>
<td>95.46</td>
<td>330.3</td>
<td>330.0</td>
<td>330.6</td>
</tr>
<tr>
<td>Gy</td>
<td>1,168,542</td>
<td>17,111</td>
<td>1,151,431</td>
<td>98.54</td>
<td>354.6</td>
<td>354.4</td>
<td>354.8</td>
</tr>
</tbody>
</table>

Figure 7 shows the Kaplan-Meier curve of the first tweet rates for tweets that contained the keywords $Sv$, $Gy$, and $Bq$. Users continued to tweet messages that included $Sv$ up to one year after the first tweet. Of the 1,168,542 user IDs, 107,522 (9.20%) tweeted $Sv$. We were not able to obtain the median for the first tweet rate between March 11, 2011 and March 10, 2012 because the event rate decreased to approximately 0.8 within one year.

We observed a steep decrease in nontweeting rate during the first 7 days after March 11, 2011 (Figure 6). This finding indicated the occurrence of automatic tweeting from bots. Tweets by bots can be identified from their contents; however, no specific data handling was carried out for these user IDs because natural language processing is arduous in this context, and we decided that bot identification was beyond the scope of this study. There was a gradual decrease in nontweeting rate for tweets that referenced radiation units, and no sudden changes were identified during the observation period in (Figure 7). Table 3 shows the counts for the events and censored data.

Figure 6. Kaplan-Meier curves of the tweet rates for tweets including the keywords radiation or radioactive.


Discussion

Tweet and Twitter ID Trends Became Stable in the Count Plots

The maximum number of Twitter IDs tweeting a keyword in a single day was approximately 187,000. At its minimum, the number of Twitter IDs was 9,421 per day (approximately 5% of the maximum), while the median was 18,994 per day (approximately 10% of the maximum). However, the 75th percentile (23,448 IDs/day) was not greatly different from the median (Table 1). We observed that the maximum number of IDs per day was an outlier.

Although the count of Twitter IDs did not directly indicate the number of users, only 1.00% of the Twitter users appeared to be bots (Table 4). The effect of bots could be estimated, and we decided that no specific data handling would be given to tweets from suspected bots. We could not establish the Twitter share in social media among the population; however, it has been estimated that 79.1% of the population of Japan were Internet users in 2011 [33]. We can therefore conclude that the survey from Twitter showed a trend pertaining to the entire population.

Table 4. Percentiles of tweet counts per Twitter ID (N=1,168,542).

<table>
<thead>
<tr>
<th>Level</th>
<th>Percentile</th>
<th>Number (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>100%</td>
<td>71,793</td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td>243</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>18</td>
</tr>
<tr>
<td>3rd quartile</td>
<td>75%</td>
<td>6</td>
</tr>
<tr>
<td>Median</td>
<td>50%</td>
<td>2</td>
</tr>
<tr>
<td>1st quartile</td>
<td>25%</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>1</td>
</tr>
<tr>
<td>Minimum</td>
<td>0%</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 7. Kaplan-Meier curves of the tweet rates of tweets including the keywords Bq, Gy, or Sv.
Time Series Plot and Combination with Other Epidemiological Data

The time series plot of tweets (Figure 3) showed a surge just after March 11, 2011, and then a decrease until May 2011, after which time the number of tweets appeared to be stable. We observed some daily variation, and two peaks from September to November of 2011. We assumed that the number of tweets tended to follow the decrease in the radiation dose (Figure 4); however, it was difficult to estimate the effects of mass media. We assumed that public concern was burned out immediately, despite the fact that the risk of radioactive exposure persisted. The Tweet counts may have decreased because Twitter users did not live near the Fukushima Dai-ichi site, but further study would be required to determine the location of the users.

When we examined the event related to the surge of tweets on September 10, 2011 (Figure 3), we discovered that the Japanese Minister of Economy, Trade, and Industry made a negative comment about the Fukushima Dai-ichi Nuclear Power Station accident in an interview, and the Japanese mass media broadcast this statement. Contents of Twitter data at that time indicated that many tweets mentioned or retweeted this news story. On October 13, 2011, we found that the tweet count increased because a sealed radioactive source was found under a house in Tokyo, and the mass media broadcast this news. However, this incident was not directly related to the Fukushima Dai-ichi Nuclear Power Station accident, although Twitter users still interpreted it as news about radiation exposure.

The time series plot in Figure 3 indicated that the tweeting trend was somewhat ambiguous as it related to how many users were actually concerned about radiation exposure. From another point of view, we observed that a simple plot of the tweet count indicated that public concern was high at first, and then decreased and became stable.

Estimating the Attenuation Period

We observed that the first tweet counts differed in number, with $S_i$ being mentioned the most, followed by $B_i$ and $G_y$. These counts indicated that Twitter users observed mass media using the radiation unit $S_i$; which is related to the effects of radiation exposure on humans. Approximately 1.00% of Twitter user IDs posted a large number of tweets related to our keywords (more than 200 tweets over the year); we checked the contents of these messages and determined that they had the traits of auto-posted messages, such as daily radiation reports. To estimate the activity from these indexes, the problem of nonhuman user IDs remained. Some researchers have reported using natural language processing techniques based on the contents of tweets; however, it remained difficult to identify nonhuman users [24,25].

There appeared to be another reason for the difference between the mean and median: some IDs posted no message during the observed period. The mean was therefore assumed to be considerably reduced, but a sensitivity analysis would be required to clarify this issue. To predict the changes in a trend over a period of time, cyclic variation reduction methodology is required from another domain, such as time series analyses.

We could not estimate the median attenuation period from the Kaplan-Meier plot. However, we estimated the nonfirst tweeting rate (survival rate) at 365 days after March 11, 2011. A tweet (containing the keyword) that was the first for that user ID was observed, and there was a reduction in the nonterm tweeting rate within the first 7 days. The reduction at this time point was highly dependent on the users that we identified as bots. We did not exclude these in our research because this led to an overestimation bias of the nontweeting rate. Figure 6 and Figure 7 show that the nontweeting rate decreased gradually with time. In reference to the time series plot in Figure 3, only a small number of tweets were shown in the plot, and the trend showed a steep peak within the first 7 days, followed by a stable trend. When we focused on the Kaplan-Meier plots (Figure 6 and Figure 7), we clearly observed that the tweet that mentioned keywords for the first time continued to be posted for a year.

Figure 6 and Figure 7 show that the rate of user IDs that posted a keyword increased one year after the Fukushima Dai-ichi Nuclear Power Station accident. The simple time series plot in Figure 3 showed the peak immediately after the accident and the subsequent decrease in tweet count, demonstrating that public concern became stable. However, Twitter users had fears or concerns about nuclear exposure, as seen in the event probability plot (Figure 6 and Figure 7). When we drew a time series plot of the tweet count, the information related to public concern was hidden. We must consider that not every tweet expressed a negative attitude towards radiation exposure, although public concern could be a denial of radiation exposure. Nuclear power plant activity ceased throughout Japan after the accident at Fukushima, and we believe this fact supports tweet contents that reflected a negative attitude towards nuclear energy. Thus, using the event probability plot by time series was a powerful technique for this purpose.

Limitations

We used Twitter data to detect public concern about radiation exposure; however, some ambiguity was shown in our study. If we had been following the techniques of surveillance in an epidemiological study, we should have identified each participant in the study and followed them with a time series. We had Twitter user IDs, and these could be shared or checked by an automated program. We assumed that this fact is not accepted in the epidemiological domain, although we would like to emphasize the effectiveness of this method for early stage prediction and the quantification of public concern about events in society.

In addition, we tracked the radiation-related keywords, but we did not consider the context in which they were used. The positivity or negativity of the tweets should be added into the analysis, which would allow for greater precision when analyzing the data.

Future Work

We selected very few keywords for our analyses, and the estimation of Twitter users’ interest had some limitations. Natural language processing could be used for content analysis as an engineering task. Similarly, direct emotions (eg, concern or fear) could also be challenging in the health care domain.
The effect of low dose radiation exposure was not clear in the present study. We would like to quantify these emotions as an effect, in addition to the biological effects on human health. Using survival analysis is still problematic because the definition of onset was not clear, and this may be difficult to accept as an observational study in the epidemiological field. Further study is required to adapt the current methodology.

Conclusions
Although the simple plot of the tweet count did not show clear results, we estimated the mean attenuation period to be approximately one month for the keyword radioactive, and found that this keyword was still being used at the end of the investigation period. Further research is required to quantify the effects of other phrases in social media data. The results of this exploratory study should advance progress in influencing and quantifying the communication of risk.
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Abstract

Background: As the use of electronic cigarettes (e-cigarettes) rises, social media likely influences public awareness and perception of this emerging tobacco product.

Objective: This study examined the public conversation on Twitter to determine overarching themes and insights for trending topics from commercial and consumer users.

Methods: Text mining uncovered key patterns and important topics for e-cigarettes on Twitter. SAS Text Miner 12.1 software (SAS Institute Inc) was used for descriptive text mining to reveal the primary topics from tweets collected from March 24, 2015, to July 3, 2015, using a Python script in conjunction with Twitter’s streaming application programming interface. A total of 18 keywords related to e-cigarettes were used and resulted in a total of 872,544 tweets that were sorted into overarching themes through a text topic node for tweets (126,127) and retweets (114,451) that represented more than 1% of the conversation.

Results: While some of the final themes were marketing-focused, many topics represented diverse proponent and user conversations that included discussion of policies, personal experiences, and the differentiation of e-cigarettes from traditional tobacco, often by pointing to the lack of evidence for the harm or risks of e-cigarettes or taking the position that e-cigarettes should be promoted as smoking cessation devices.

Conclusions: These findings reveal that unique, large-scale public conversations are occurring on Twitter alongside e-cigarette advertising and promotion. Proponents and users are turning to social media to share knowledge, experience, and questions about e-cigarette use. Future research should focus on these unique conversations to understand how they influence attitudes towards and use of e-cigarettes.

(JMIR Public Health Surveillance 2016;2(2):e171) doi:10.2196/publichealth.6551
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Introduction

Since the introduction of electronic nicotine delivery systems or electronic cigarettes (e-cigarettes) less than a decade ago, awareness and use of these products has risen dramatically [1-5]. E-cigarettes are battery-powered devices that deliver varying amounts of nicotine, propylene glycol, and flavorings, among other things, through an aerosolized liquid solution (commonly referred to as vaping) [6]. Introduced as a substitution for cigarettes, e-cigarette use has grown rapidly despite little knowledge about the short- and long-term health risks or the broad impact on public health given high levels of dual use of e-cigarettes and conventional cigarettes [6-9]. Concerns for increased e-cigarette use are not limited to dual-users. Lifetime or ever use of e-cigarettes has increased exponentially among adults, and more importantly, those most susceptible to addiction, adolescents and young adults [10-13].

As the prevalence of e-cigarettes increases, researchers must understand how individuals acquire knowledge about these products and consider how the different sources of information might influence decisions of use. Prior research has consistently found that individuals are exposed to, search for, and share information about e-cigarettes on social media platforms like Twitter and Facebook, among others [14-17]. Interestingly, e-cigarette users are “more likely to be exposed to e-cigarette information via TV viewing sites (eg, Hulu), Twitter, Facebook, email, and Internet search engines” than nonusers [15]. Therefore, it is important to understand what information e-cigarette users and potential users are exposed to on social media.

Twitter is particularly unique among social media platforms because users can broadcast their messages in the form of tweets and retweets to large audiences [18-20], often sharing information that may contribute to conceptualizations of new health products and phenomena [17,21,22]. Broadly speaking, there are 3 types of users tweeting about e-cigarettes: individual users representative of the public, e-cigarette proponents, and commercial marketers. Individual users are average people who tweet or retweet messages about e-cigarettes that can directly reach their followers or indirectly reach other users following hashtags or key terms in a tweet. Proponents are a diverse group of representatives of e-cigarette organizations, vaping advocates, and those who identify as e-cigarette users in their online profiles [23]. Notably, proponents have been shown to tweet e-cigarette content 5 times as often as individual users, much of which is positive toward e-cigarette use [23]. Commercial marketers, such as e-cigarette retailers and manufacturers, are those who use Twitter to promote and advertise their products. Individuals can be exposed to information about e-cigarettes from individual, proponent, or commercial sources.

Many studies have found that exposure to e-cigarette messages on Twitter has increased significantly in recent years [24-26]. As of 2016, 1 study found tweets about e-cigarettes have increased 5 times since 2012 [26]. Further investigations into the sources of e-cigarette tweets indicate that most tweets originate from commercial users as marketing or advertising promotional messages. According to Huang and colleagues [27], 90% of e-cigarette tweets are from commercial users, and Kim et al [24] reported that 93.43% of tweets were for advertising.

However, the data collected for these studies may have had some confounding variables. Huang et al [27] noted that “the time frame during which our data were collected was just prior to the launch of major e-cigarette TV marketing.” Kim et al [24] analyzed data from the same time frame. This may have led to the finding that most e-cigarette tweets come from commercial users. Some evidence is emerging that challenges previously reported prevalence of e-cigarette tweets from commercial users and for advertising. Dai and Hao [28], who analyzed individual users’ organic tweets about e-cigarettes, found that 10.8% supported, 17.7% were against, and 19.4% were neutral toward the use of e-cigarettes [28], indicating there is variance in the public conversation about e-cigarettes on Twitter.

An additional confound is the types of users tweeting about e-cigarettes. To understand individual exposures, it is necessary to reveal the type of accounts generating e-cigarette–related tweets. Researchers must first recognize the prevalence of automated social bot accounts (also referred to as cyborgs) run by third parties to influence and promote e-cigarettes and related products but resembling average users [29,30]. Tweets from bot accounts are reducing the signal-to-noise ratio where individuals’ e-cigarette tweets are far fewer.

For instance, Clark et al [31] looked at a 10% sample of e-cigarette tweets from “Twitter’s garden hose” over a 2-year period and found that 80% of tweets were “automated and promotional.” Thus, it is necessary to increase the signal-to-noise ratio to accurately examine e-cigarette–related Twitter discussions among individuals, and denoising techniques allow researchers to do so [29]. However, Allemand Ferrara [29] cautioned researchers against using “crude” and “blunt” techniques such as removing tweets with links solely relying on community detection or methods solely relying on innocent-by-association paradigms. While denoising techniques are still emerging, this work highlights an important need for awareness of the signal-to-noise issue for surveillance of social media data.

Searching for the signal, themes of e-cigarette tweets have been studied to reveal salient topics and sentiment of publically accessible conversations on Twitter. Using a priori themes, Kavuluru and Sabbir [23] detected largely positive sentiment for themes of flavors, harm reduction, smoke-free aspects, and smoking cessation. Similarly and on a small scale relative to the current data-mining abilities, Myslin and colleagues [32] used a combination of a priori themes and iterative machine learning to identify a preponderance of first- or second-hand experience tweets about tobacco-related themes of hookah, cessation, and pleasure. E-cigarette content was not among the top themes, likely given the newness of these products in 2011-2012; however, a trend of positive sentiment with e-cigarette content was detected (contrary to more negative sentiment with smoking tweets) [32]. Cole-Lewis and colleagues [33,34], also using themes developed from previous research, revealed that advertising/promotion, policy/government, and
Health/safety are among the most dominant themes. Much of this content had a positive sentiment skewing favorably toward e-cigarettes [33]. In a purposeful sample specific for smoking cessation, van der Tempel and colleagues [26] found similar dominant themes—marketing, news, personal experiences—from an a priori theme list. Together, the trends in the literature indicate that as e-cigarette content becomes more popular, the majority of this content is positive promotion. However, missing still is large-scale, inductive analysis of the topics and themes of the tweets from all categories of users. Our study presents the topics and themes of tweets about e-cigarettes from individual, proponent, and commercial users.

An accurate understanding of the types of users tweeting, as well as what they are tweeting, about e-cigarettes can provide a better understanding of what individuals are being exposed to on social media. Looking specifically at the nonadvertising tweets in their data, Kim et al [24] found that organic conversations are occurring online among individuals about e-cigarettes. This is particularly important because organic conversations may affect individual exposure. That is, if individuals are exposed to an e-cigarette tweet from another individual they know, they may be more easily persuaded given the relational closeness and potentially stronger levels of source credibility [35,36]. Thus, as the use of e-cigarettes continues to rise, public awareness of these products is likely shaped by the proliferation of messages shared and reshared on social media. To understand this media landscape, this study used a textual analysis method to examine the public conversation on Twitter and determine overarching themes and trending topics from commercial and consumer contributors.

**Methods**

**Text Mining and Data Acquisition**

This study used a text-mining approach to uncover key patterns and relationships within unstructured data to understand and evaluate information important to the audience. Text mining is the term used to describe either a single process or a collection of processes in which software tools actively engage in the “discovery of new, previously unknown information by automatically extracting information from different written (or text) sources” [37]. Text mining provides an opportunity to uncover key patterns and relationships within both structured and unstructured data and allows researchers to more easily understand and evaluate information important to the audience.

In the area of public health, text mining of social media has been used to detect and track disease outbreaks and estimate the level of public knowledge regarding health issues [38]. Twitter was selected for data collection due to its popularity as a microblogging service and the active nature of its users in sending messages regarding news and social issues, including health-related issues. Tweets were collected from March 24, 2015, to July 3, 2015, using a Python script in conjunction with Twitter’s streaming application programming interface (API) was used to acquire the data. Third, researchers cleaned the data and removed duplication and unrecognized characters. Fourth, data were processed using text-mining software and fifth, the findings were interpreted.

**Data Collection**

Twitter was selected for data collection due to its popularity as a microblogging service and the active nature of its users in sending messages regarding news and social issues, including health-related issues. Tweets were collected from March 24, 2015, to July 3, 2015, using a Python script in conjunction with Twitter’s streaming API. A total of 18 keywords related to e-cigarettes, vaping, and e-cigarette brands were used (ecigs, ecigarettes, e-cigarettes, electronic cigarettes, vaping, vapestick, ehookah, ejuice, Blu ecigs, E-Swisher, Esmoker, Fin, NJOY/NJOY, Smoke Assist, V2 Cigs, MarkTen, Vuse, and Tryst) which resulted in a total of 872,544 tweets and retweets. Tweets and retweets were separated into 2 files for the analysis, a tweet file containing 546,651 entries and a retweet file containing 325,893 entries.

**Data Analysis**

Analysis of the textual content of the tweets was conducted using SAS Text Miner version 12.1 (SAS Institute Inc). SAS Text Miner allowed the researchers to parse and extract information from text, filter, and assemble documents into related topics allowing the researchers to discover topics and understand the data. This software was used for descriptive text-mining purposes to uncover the primary topics that were being discussed during the 100 days examined.

Following the collection of the data, the initial step was to extract, clean, and create a dictionary of words from the data using a natural language processor. A node process flow was created in SAS Enterprise Miner Workstation version 12.1 (SAS Institute Inc). It began with a Text Parsing node where each tweet is divided into tokens (terms). Specifically, this includes identifying sentences, determining parts of speech, and stemming words. Words were spell-checked and parsed to identify entities and remove stop words. The identified tokens or terms were listed in a “term by frequency” matrix via a text transformation of the numerical representation of the text using linear algebra–based priority models. To ensure that words that contribute little were not overly emphasized by the algorithm, the following parts of speech were ignored: auxiliary verbs, conjunctions, determiners, interjections, participles, prepositions, and pronouns.

Next in the Text Filter node, terms that appeared in fewer than 10 messages were ignored. The data were filtered using Entropy as the term weight and Log as the frequency weighting. The term filtering alters the term-by-document matrix, which contains the frequency of the occurrence of the term in the
documents as the value of each cell. From this frequency matrix, a weighted term-by-document matrix was generated using software-driven term-weighting techniques. Within the Text Filter, the Filter Viewer was employed to visually inspect the individual terms. Unrecognizable symbols and letter groupings were manually excluded. Next, a check was made of the terms that were ignored to ascertain if any should be included in the analysis. A single author who had knowledge of the subject matter manually excluded irrelevant terms. Finally, the Text Filter node was used to reduce the total number of parsed terms, thereby eliminating extraneous information and retaining the most relevant parts of the text.

The Text Topic node was then employed to combine terms into topic groups. SAS Text Miner uses 2 types of clustering algorithms: expectation maximization (EM) and hierarchical clustering. EM clustering was used because it allows for and automatically selects between 2 versions of the algorithm—one for small data files (standard) and 1 for larger (scaled) data files. Since there were over 800,000 tweets and retweets, the EM option was preferred. Options were selected within the software to create topic groups to include all topics that contained more than 1% of the total tweets or retweets. Topics with less than 5467 tweets or 3259 retweets were excluded from the analysis given they represented less than 1% of the data.

Last, the Topic Viewer option in Text Topic was used to further refine and interpret the topic groups. Individual tweets and retweets were reviewed and used to create summaries of each topic group. One author evaluated the results by completing several different iterations of SAS Text Miner, comparing the different results, and selecting what appeared to be the optimum solution after careful inspection of the output. After visual examination of each topic list (9 tweet topics and 14 retweet topics), topics that clearly did not illustrate the main themes were removed to reduce noise. Individual review of the actual topics generated by the software was undertaken to further exclude topics that appeared from automated accounts. This was accomplished by individually reviewing the actual messages from each topic to produce the final grouping of topics for tweets (8 topics) and retweets (5 topics) with the description in Tables 1 and 2. This process aided in noise reduction among the tweets as called for by Allem and Ferrar [29].

Table 1. E-cigarette tweets by topic.

<table>
<thead>
<tr>
<th>SAS Text Miner topic</th>
<th>n</th>
<th>Description of topic</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 +E-cigarette, +smoke, ecigs, +quit, vaping</td>
<td>29,556</td>
<td>Pro-vaping discussion whether e-cigarettes are cessation devices or gateway products for youth to establish nicotine addictions</td>
<td>Proponent and individual user conversation</td>
</tr>
<tr>
<td>2 Ejuice, eliquid, vape, vapelife, ecig</td>
<td>24,064</td>
<td>Pro-vaping reactions to e-cigarette policies and questions about e-cigarette health risk claims</td>
<td>Proponent and individual user conversation</td>
</tr>
<tr>
<td>3 Vaping, vape, ecigs, vapelife, vapecommuinity</td>
<td>21,555</td>
<td>News and updates from the vaping community, primarily through a vaping blog’s daily updates</td>
<td>Proponent and individual user conversation</td>
</tr>
<tr>
<td>4 Vapeporn, +tree, vape, vaping, reddit</td>
<td>16,414</td>
<td>Vaping advocacy encouraging the uptake of vaping and tips for users</td>
<td>Proponent and individual user conversation</td>
</tr>
<tr>
<td>5 Electronic, +cigarette, +electronic cigarette, +employee, +relieve</td>
<td>12,694</td>
<td>Employees may use e-cigarettes at work as relief from smoking bans</td>
<td>Proponent and individual user conversation</td>
</tr>
<tr>
<td>6 +Juice, vapejuice, +vaporizer, +vapor, vape</td>
<td>9092</td>
<td>Promotion for e-juice</td>
<td>Marketing/Advertising</td>
</tr>
<tr>
<td>7 +Well price, +vapour, +price, +good, +relieve</td>
<td>6860</td>
<td>Price promotion for e-cigarettes</td>
<td>Marketing/Advertising</td>
</tr>
<tr>
<td>8 +Win, cigbuyer, vapegiveaway, +enter, +sampler</td>
<td>5892</td>
<td>Promotion for an e-liquid give-away</td>
<td>Marketing/Advertising</td>
</tr>
</tbody>
</table>

Table 2. E-cigarette retweets by topic.

<table>
<thead>
<tr>
<th>SAS Text Miner topic</th>
<th>n</th>
<th>Description of topic</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Vapinxsmoker, vaping, ecigs, +smoke, +ecigarette</td>
<td>42,430</td>
<td>Discussion of policies banning e-cigarette use, e-cigarettes as (or not as) smoking cessation devices, and differentiation of e-cigarettes from traditional cigarettes</td>
<td>Proponent and individual user conversation</td>
</tr>
<tr>
<td>2 Vape, ejuice, ecigs, +win, vaping</td>
<td>33,767</td>
<td>Promotions for an e-juice give-away</td>
<td>Marketing/Advertising</td>
</tr>
<tr>
<td>3 Amp, +win, +follow, +chance, http</td>
<td>18,305</td>
<td>Promotions for a chance to win an e-cigarette</td>
<td>Marketing/Advertising</td>
</tr>
<tr>
<td>4 Vape, realdonnadevane, vaping, granny, ur</td>
<td>13,752</td>
<td>E-cigarette blogger suggests ways to &quot;grow your #Vape business&quot;</td>
<td>Marketing/Advertising</td>
</tr>
<tr>
<td>5 +Starter, hookahcoals, <a href="http://t.co/5amkbtyp3">http://t.co/5amkbtyp3</a>, newyork, eastcoast</td>
<td>6197</td>
<td>Promotions for e-hookah starter kits</td>
<td>Marketing/Advertising</td>
</tr>
</tbody>
</table>
Results

Overview
Of the 872,544 tweets and retweets captured from March to July 2015, 240,578 were included in the final topic groups that each represented more than 1% of the conversation on Twitter during this time period for tweets and retweets. These were divided among 126,127 tweets sorted into 8 unique topics, shown in Table 1, and 114,451 retweets in 5 topics, shown in Table 2. Each table shows the topics featuring the prevalent keywords as generated by SAS Text Miner, number of tweets per topic, a description of the topic, and whether the topic represents proponent and individual user conversations or marketing/advertising. All topics with diverse tweets not directly linked to marketing were labeled proponent and individual user conversations. Topics dominated by promotions or branded persuasive appeals were categorized as marketing/advertising; often a single, repeated tweet comprised the entire topic for marketing/advertising.

Tweet Topics
Of the 8 topics generated from the tweets, the top 5 topics, determined by number of tweets contained in the topic, included diverse proponent and individual user conversations. The most popular topic in the analysis represented a diverse public conversation that covered whether e-cigarettes are cessation devices or gateway products to get youth addicted to nicotine. This topic was dominated by pro–e-cigarette content and included comments that e-cigarettes may help people quit smoking, that the rise in e-cigarette use among adolescents may be deterring them from traditional tobacco experimentation, how e-cigarette bans may have unintended consequences, and claims and questions about whether the science showing the risk of e-cigarettes is flawed. Anti–e-cigarette tweets within this topic were limited but did include warnings for adolescent use.

The second most popular topic was a proponent and individual user conversation in reaction to e-cigarette bans and proposed taxes along with further questioning of whether there is evidence to support health risk claims about e-cigarette use. This topic represented a conversation around efforts to differentiate e-cigarettes from traditional tobacco products by pointing to the lack of evidence for the harm or risks of e-cigarettes along with the position that e-cigarettes should be promoted as smoking cessation devices, aside from the youth discussion above, by generally taking the stance that the use of e-cigarettes can save lives. Additionally, concerns expressed that products would be too expensive or unavailable because of regulation were also common.

The third topic from the tweets contained e-cigarette news and updates from proponents in the vaping community, although this community was dominated by one pro–e-cigarette news outlet. Many of these tweets were generated through the “share” option from the daily vaping news website and covered a range of topics that included coverage of policies (eg, bans, taxes), promotions from the organization, product reviews, tips for social and culture practices of vaping, and diverse articles that highlight e-cigarettes as cessation devices, along with the uncertainty of risk with e-cigarette use (eg, “Is a daily dose of nicotine as benign as coffee?”). This topic also included notices of new products available for sale from a variety of distributors.

The fourth topic consisted of vaping advocacy comments from a variety of proponent and individual user angles. Tweets included tips for e-cigarette users, discussions of flavors, encouragement for expanding the social practices of vaping (via new people and new places), and information about the use of specific devices as well as using devices for marijuana consumption. The fifth proponent and individual user topic consisted of a discussion about how employees may use e-cigarettes as a way to find relief from smoking bans at workplaces, as well as providing information about e-cigarettes and vaping.

Topics 6 through 8, the least populated topics, contained marketing promotions from 3 unique vendors. Each of these topics contained a single repeated tweet or tweets with only slight variations. Topic 6 contained just over 9000 original tweets that promoted a single distributor’s e-juice in a variety of flavors, such as kettle corn, grape, vanilla, and menthol. Topic 7 was entirely the repetition of one price promotion tweet from a different distributor, merely mentioning they had the best prices. Topic 8 was similarly the repeat of a single tweet; the tweet was a give-away promotion for an e-liquid sampler from a third distributor. The sampler promotion contained four 30 mL bottles in flavors gravel pit, lime cola, strawberry blonde, and trail mix.

Retweet Topics
The 5 retweet topics consisted of 1 proponent and individual user conversation topic and 4 marketing/advertising topics. The most popular topic—the proponent and individual user conversation—contained references to policy bans for using e-cigarettes in public places and raising age restrictions for the legal purchase of tobacco products; comments about the likelihood that e-cigarette use does (or does not) lead to smoking cessation, with a heavy emphasis on how switching to e-cigarettes may not help users quit; and arguments for the differentiation between vaping and smoking, often framed as a pro-vaping argument focused on the reduced risk of e-cigarette use compared to smoking cigarettes.

The remaining topics, which make up over 60% of the retweeted content, were comprised exclusively of 4 unique messages retweeted over 70,000 times. Most (3 of the 4) retweeted messages were promotions to win a free bottle of e-juice, a variable wattage mod style e-cigarette, or an e-hookah starter kit. The remaining marketing/advertising topic of retweeted messages was a promotion for a single pro–e-cigarette blogger as an endorser and consultant for vape businesses.

Discussion
Principal Findings
As the use of e-cigarettes continues to rise, public awareness and perception of these products are likely shaped by the proliferation of messages shared and reshared on social media [26]. This study examined the public conversation on Twitter to determine overarching themes and trending topics. Topics found in this study included whether e-cigarettes are cessation...
devices or gateway products for tobacco addiction, how e-cigarettes differ from traditional cigarettes, reactions to e-cigarette policies and health risk claims, news and updates from vaping communities, use of e-cigarettes where smoking bans exist, and a variety of marketing product promotions and giveaways. While past research has found a preponderance of marketing and advertising dominating the content on Twitter [24,27], this study revealed that proponents and individual users are participating in public conversations about e-cigarettes at a much larger scale than previously suggested. However, the diversity in content did not reveal a conversation with diverse perspectives. Individual user and proponent tweets intertwined with marketing messages, which still have a strong presence, to present a rather unbalanced, likely proponent-driven and perpetuated conversation about e-cigarettes use, norms, and policy.

In contrast to earlier studies, this study is the first to indicate that public conversations, from a mix of individual users and proponents, are now dominating the trending topics on Twitter for e-cigarettes, even with the inclusion of commercial activity [26]. These topics, with over 800,000 tweets generated in a 100-day window, provide rich insights into salient issues for Twitter users, especially for those who support the use of e-cigarettes. Advocates for e-cigarettes have taken to Twitter to share their thoughts and opinions, contributing to an unbalanced, likely proponent-driven conversation about e-cigarettes that heavily favors pro–e-cigarette arguments. Notably, although the most popular topics were labeled proponent and individual users conversations, these were not free of industry influence via a mixture of marketing tweets within as well as messages clearly influenced by marketing strategies from users and industry members alike. Content from e-cigarette proponents reflects the indirect marketing influence in these conversations.

It is perhaps not surprising that those passionate enough to tweet are talking about the benefits of e-cigarette use. Similar trends of Twitter conversations dominated with pro–e-cigarette content have been detected in response to e-cigarette educational campaigns and announcements of e-cigarette regulations [39,40]. Our findings, which mirror these trends of countercampaigns and antipolicy Twitter bombing to flood conversations with one perspective [39,40], highlight the pressing need for public health professionals to engage the public on social media. This finding reveals perhaps an even larger concern for all public health professionals: each person who goes online to do a little research about e-cigarettes is going to encounter a tilted conversation encouraging e-cigarette use, promoting vaping as a socially acceptable practice for all ages, discrediting scientific evidence for health risks, and rallying around the idea that e-cigarettes should largely be outside the bounds of policy. Thinking about how public health advocates can either more actively engage in this conversation or encourage a broader range of the public, inclusive of those with neutral or anti–e-cigarette positions, to post is necessary to create a more balanced conversation.

Marketing and advertising still have a strong presence on Twitter; however, our results only partially support what others have found. Previous studies have suggested that marketing content saturates over 90% of the information about e-cigarettes on Twitter [24,27]. Although still present in this sample, this analysis revealed a much smaller proportion of marketing/advertising content as the most popular topics, especially for tweets. The fact that the explicitly marketing messages fall behind the individual user tweets indicates that they do not spread or influence the conversation as much as has been shown in previous years.

Marketing messages do spread when specific promotions are retweeted verbatim. A limited number of 140-character-or-less messages that focused on promotions and giveaways proliferated rapidly through retweets during the 100 days in this study. These retweets can be interpreted as public reactions [18], demonstrating that some attention toward promotion of regulations for e-cigarette prices and give-away promotions online is warranted. Taken together, however, explicit marketing content, although retweeted more, was a relatively small piece of the online conversation. While attention to policy and regulations for marketing content might be worthwhile, the more important public health effort is likely to focus on engaging in the conversation to create a more balanced perspective available to Twitter users.

Limitations

As with all social media research and analyses, there are several limitations to this study. While an analysis that captured a wide breadth of tweets and retweets allowed for insights about large-scale theme and topics, this does not represent the exposure for all Twitter users. Individuals customize their Twitter experiences by following accounts, thus not all users would experience the content shared on social media in the same way. Additionally, although insights for individual user and proponent opinions can be made from content shared in the topics, this analysis does not reveal the impact of the tweets or retweets on perception and attitudes toward e-cigarettes from users who see this content. Lastly, no automated denoising technique was applied prior to text mining the tweets captured in this study; we took steps to reduce noise manually. As emerging techniques become more reliable [29], future studies should consider applying automated denoising techniques before analysis.

Conclusions

As the prevalence of e-cigarettes continues to rise, it is important to know what messages about these products are potentially influencing consumer attitudes and use. This study is the first to uncover trending themes and topics from large-scale public conversations on social media.

While e-cigarette brands and distributors continue to use social media for e-cigarette marketing and promotion, these findings reveal that unique, large-scale consumer conversations are taking place on Twitter. Individuals are turning to social media to participate in discussions about policies, personal experiences, and the differentiation of e-cigarettes from traditional tobacco. Public health advocates should actively participate on social media to balance the conversation, and future research should investigate how these unique conversations influence attitudes toward and use of e-cigarettes.
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Abstract

Background: Infodemiology can offer practical and feasible health research applications through the practice of studying information available on the Web. Google Trends provides publicly accessible information regarding search behaviors in a population, which may be studied and used for health campaign evaluation and disease monitoring. Additional studies examining the use and effectiveness of Google Trends for these purposes remain warranted.

Objective: The objective of our study was to explore the use of infodemiology in the context of health campaign evaluation and chronic disease monitoring. It was hypothesized that following a launch of a campaign, there would be an increase in information seeking behavior on the Web. Second, increasing and decreasing disease patterns in a population would be associated with search activity patterns. This study examined 4 different diseases: human immunodeficiency virus (HIV) infection, stroke, colorectal cancer, and marijuana use.

Methods: Using Google Trends, relative search volume data were collected throughout the period of February 2004 to January 2015. Campaign information and disease statistics were obtained from governmental publications. Search activity trends were graphed and assessed with disease trends and the campaign interval. Pearson product correlation statistics and joinpoint methodology analyses were used to determine significance.

Results: Disease patterns and online activity across all 4 diseases were significantly correlated: HIV infection (r=.36, P<.001), stroke (r=.40, P<.001), colorectal cancer (r=−.41, P<.001), and substance use (r=.64, P<.001). Visual inspection and the joinpoint analysis showed significant correlations for the campaigns on colorectal cancer and marijuana use in stimulating search activity. No significant correlations were observed for the campaigns on stroke and HIV regarding search activity.

Conclusions: The use of infoveillance shows promise as an alternative and inexpensive solution to disease surveillance and health campaign evaluation. Further research is needed to understand Google Trends as a valid and reliable tool for health research.

(JMIR Public Health Surveill 2016;2(2):e156) doi:10.2196/publichealth.6504
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Introduction

With an increasing number of people using the World Wide Web, their activities generate “big data” and provide meaningful research in infodemiology, which is the study of patterns and determinants of information on the Web or in a population with the purpose to inform public health and public policy [1]. Infodemiology is of two types, supply based and demand based, which are contrasted by their focus on the provision or uptake of information, respectively. Supply-based infodemiology examines the amount and quality of information available on the Web, such as the number of websites, media reports, and blogs related to vaccinations as well as the level of quality (eg, positive or negative portrayals of vaccines) [2]. On the contrary, demand-based infodemiology examines the patterns of people’s search behaviors for seeking information on the Web, such as the increase in search activities in light of related news reports [2]. Furthermore, a specific branch of demand-based infodemiology known as infoveillance is the observation of information seeking behaviors on the Web. Notably, the use of Web-based data heavily relies on crowdsourcing from the public and their engagement online. Similarly, other applications such as digital disease detection and surveillance work on a similar basis to effectively utilize the continuous generation of Web-based data from this growing digital age [3,4]. However, in this study, the applications of infoveillance in health research are specifically evaluated.

Infoveillance has proven to be successful in predicting infectious disease outbreaks, spawning the development of Google Flu Trends [2,3]. Google Flu Trends leverages the principle that changes in information and communication patterns portray early “symptoms” of a disease emerging in a population [1]. There is strong evidence regarding the predictive utility of search activity and infectious disease outbreak from digital epidemiologic studies. Milinovich et al [4] identified 17 infectious diseases that were positively correlated with search activity trends on Google, with a majority being vaccine-preventable, vector-borne, and sexually transmitted diseases. Most recently, the Colombian Zika virus outbreak showed positive association with search activities made on Google [5]. Current research in infoveillance has primarily focused on infectious diseases, but less is known about its utility pertaining to chronic diseases [6]. In a systematic review looking at the applications of Google Trends in health research, among the 70 included studies, most studies focused on general population surveillance (33%), followed by infectious diseases (27%), mental health and addictions (24%), and noncommunicable diseases (16%) [6].

With the growing digital era, many people now turn to the Web to learn about disease symptoms, diagnosis, and treatments, such as various cancers [7]. One study surveyed more than 12,000 individuals from 12 countries and reported that more than 45% of respondents sought health information on the Web to self-diagnose their condition [8]. Furthermore, these Web-based information seeking behaviors may be more common among diseases that are highly stigmatized in a society, owing to the perception of the disease, to deter from seeking professional help [9]. Thus, such Web-based search activities can provide valuable insights about the prevalence and distribution of chronic diseases. Disease search trends have been studied for breast cancer [10,11], lung cancer [12], status epilepticus [7], transient ischemic attack [13,14], and kidney stones [15]. Regarding stigmatized diseases, research is available on dementia [16], mental health [9], and suicide deaths [17,18]. Overall, these studies reported moderate to strong degree of associations, suggesting a potential value in applying infoveillance to chronic diseases. Foroughi et al [19] found that cancer-related terms were associated with Web search activity for the burden of cancers, such as cancer incidence and mortality, in Australia, New Zealand, the United Kingdom, Canada, and the United States. Also, an American study showed associations between suicide rates and Google search trends relating to “how to suicide,” “commit suicide,” and “suicide prevention” among all 50 states in 2009 [18]. By applying key search terms associated with the disease outcome, search activity trends may be used to portray further insights about the population health and behaviors. However, in comparison with the numerous studies done on infectious diseases, further research is needed to validate the use of infoveillance for chronic diseases.

Second, infoveillance has also been used to monitor and track the success of marketing campaigns measured by the generation of interest and activity of a population observed on the Internet [2]. Traditional epidemiologic tools, such as nationwide surveys, cohort studies, or registries, are often labor and resource intensive. Because of these factors, it could be very difficult and impractical to observe population trends happening before, during, and after the campaign period. Thus, infoveillance offers an advantage and practicality over traditional methods in campaign evaluation. Currently, few studies have investigated public health campaigns and their effects on Web searches. The most commonly studied campaign is the Breast Cancer Awareness Month campaign established in the United States. These studies reported that the Breast Cancer Awareness Month campaign was effective in triggering search activity [10,11,20]. Swenson and Lindblom [21] analyzed Google Trends for “breast cancer,” “colon cancer,” and “cervical cancer” and reported that cancer awareness month campaigns, specifically breast cancer and colon cancer, increased public awareness as shown by increased Web search activities. In the Republic of Ireland, Davis et al [22] found a direct association between media campaigns for erectile dysfunction and related search activity patterns. Despite limited research on the influence of health campaigns on search activity, other studies showed that media events including news reports and announcements regarding public figures also prompted health seeking behaviors [22-24]. These findings suggest potential value for assessing search activity trends; however, further research is needed in this area to evaluate the effectiveness of infoveillance for monitoring health campaigns.

Thus, the aim of this observational study was to explore the applications of infoveillance in information seeking behavior for human immunodeficiency virus (HIV) and acquired immunodeficiency syndrome (AIDS), stroke, colorectal cancer, and marijuana use. Using Google Trends, these search activities were assessed against census data and public health campaigns
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to examine their relationships. To the best of our knowledge, these diseases have not been studied, particularly in the Canadian context. We first hypothesized that search trends are associated with the disease patterns of a population. Second, we hypothesized that the launch of the health campaign stimulates Google search activity, shown on Google Trends. The outcomes of this research provide new insights for public health professionals and contribute to further understanding of infodemiology in health research.

**Methods**

**Study Design**

In this retrospective study, search activity on Google was examined for colorectal cancer, HIV and AIDS, stroke, and marijuana use from 2004 to 2015 in Canada. Google Trends provided relative search volumes (RSVs) for particular search queries. First, to study the effectiveness of infoveillance in chronic disease monitoring, the search activities were compared against disease prevalence on an annual basis between 2004 and 2015. Second, to investigate the application of infoveillance in health campaign evaluation, the levels of search activity before, during, and after the campaign were analyzed.

**Selection of Health Campaigns**

Health campaigns were sought through peer-reviewed sources and gray literature. The search was narrowed to identify campaigns in Canada and campaigns implemented after 2004 because Google Trends provides its data only after this time point. Health campaigns through any medium, such as televised advertisements, program delivery, or pamphlet distribution, were considered in the assessment. However, the minimum data elements required for this study were the campaign duration, frequency, and location. Health campaigns that met these criteria were then screened based on their disease focus. Preference was given to diseases that had not yet been reviewed in current literature, as well as chronic diseases in order to examine the infodemiology applications for chronic disease monitoring. Thus, health campaigns were chosen based on their transparency and availability of public information, which subsequently dictated the 4 diseases studied in this paper.

As a result, this includes the “ColonCancerCheck” campaign led by the Government of Ontario, “End HIV Stigma” campaign led by the Positive Living Society of British Columbia (formerly known as the British Columbia Persons With AIDS Society), “Anti-Marijuana” campaign led by the Government of Canada, and “Make Health Last” campaign led by the Heart and Stroke Foundation. Because these campaigns differ in purpose, duration, and delivery channels, this may help identify components of a successful campaign that lead to increased information seeking behaviors. Table 1 provides a summary and comparison of the campaign features.

**Data Collection**

**Search Activity Given by Google Trends**

In 2012, Google Search accounted for 78% of the global market share among all search engines [30]. Aptly, its huge popularity will provide the best portrayal of online search activity in the Canadian population. Google Trends is a publicly available, free analytical tool that provides aggregated search results since 2004. The disease name was used as the base of each search term (ie, “colorectal cancer,” “HIV/AIDS,” “marijuana use,” and “stroke”). Furthermore, to produce an accurate portrayal of the search activity behaviors of the population, the related key terms suggested by Google Trends (see Multimedia Appendix 1) were reviewed for inclusion in the search. These suggested terms helped to capture the most popular search queries as well as synonymous terms. However, terms that were ambiguous, carried multiple meanings, and/or related to disease statistics were excluded from the data collection. For example, recommended Google searches such as “Hiv/aids in Africa,” “2 stroke,” “heart and stroke lottery,” and “hiv prevention” did possess the target word in the query but contextually were not relevant to the study and were subsequently not collected in this process. Using Boolean operators, the search query contained the keywords relevant to the disease in order for Google Trends to generate the aggregate search patterns. The final search queries used in this study are provided in Table 2. Google Trends returned results in RSV, which facilitates comparisons between terms. The RSV is defined as the quotient of the number of searches at a specific time over the total number of searches in a period of time, for a specific geographic location. Essentially, the RSV represents the popularity of the search term at a specific point in time. After narrowing filters in the Google Trends tool, weekly RSV data were exported for the period February 2004 to December 2015 in Canada and the specific Canadian provinces that were associated with the campaigns.
Table 1. Summary of health campaigns.

<table>
<thead>
<tr>
<th>Campaign features</th>
<th>Disease interests</th>
<th>HIV and AIDS</th>
<th>Marijuana use</th>
<th>Stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization</td>
<td>Colon cancer</td>
<td>Positive Living Society of British Columbia</td>
<td>Government of Canada</td>
<td>Heart and Stroke Foundation</td>
</tr>
<tr>
<td>Campaign name</td>
<td>“ColonCancerCheck”</td>
<td>“End HIV Stigma”</td>
<td>“Anti-Marijuana”</td>
<td>“Make Health Last”</td>
</tr>
<tr>
<td>Purpose</td>
<td>Increase colon cancer screening practices [25]</td>
<td>Reduce stigma surrounding HIV [26]</td>
<td>Educate about the negative health consequences of marijuana among adolescents [27]</td>
<td>Increase awareness of stroke [28]</td>
</tr>
<tr>
<td>Delivery channels</td>
<td>Health care provider referrals as well as television advertisements, radio announcements, newspaper advertisements, and pamphlets across Ontario [25]</td>
<td>30-second public service announcements shown on 40 participating radio and television stations in British Columbia [26]</td>
<td>Television, Web-based advertisements, and social media [27]</td>
<td>Canadian Broadcasting Corporation (CBC) platforms including CBC television, CBC networks, CBC Player, regional stations, and digital banner [29]</td>
</tr>
<tr>
<td>Duration</td>
<td>6 months</td>
<td>12 months</td>
<td>3 months</td>
<td>4 months</td>
</tr>
</tbody>
</table>

aHIV: human immunodeficiency virus.
bAIDS: acquired immunodeficiency syndrome.

Table 2. List of search terms.

<table>
<thead>
<tr>
<th>Search query filters</th>
<th>Colorectal cancer</th>
<th>HIV and AIDS</th>
<th>Marijuana use</th>
<th>Stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search terms</td>
<td>Colorectal cancer + colorectal diagnosis + colorectal screening + colorectal cancer screening + colon cancer + colon cancer symptoms</td>
<td>HIV + aids + human immunodeficiency virus + acquired immunodeficiency virus + hiv symptoms + hiv diagnosis + aids symptoms + aids diagnosis + hiv contraction</td>
<td>Marijuana use + drug abuse + marijuana side effects + marijuana effects + effects of marijuana + drug use + drug addiction</td>
<td>Stroke + stroke symptoms + stroke onset</td>
</tr>
<tr>
<td>Geographic locations studied</td>
<td>Canada and Ontario</td>
<td>Canada and British Columbia</td>
<td>Canada and Ontario</td>
<td>Canada and Ontario</td>
</tr>
</tbody>
</table>

aHIV: human immunodeficiency virus.
bAIDS: acquired immunodeficiency syndrome.

Disease Statistics

Statistics on the diseases were searched in both open peer-reviewed journals and gray literature sources. Data reported on the disease prevalence were preferred over disease incidence; however, if prevalence data were not available, then disease incidence data were still used. The disease incidence and prevalence data were obtained from Statistics Canada and other governmental publications for the period 2004 to 2014.

Data Analysis

Relationship Between Search Activity and Disease Patterns

Data trends for each disease were graphed together to compare disease search activity and disease prevalence or incidence. Disease monitoring was first assessed via visual inspection to identify patterns in the data. A subsequent Pearson correlation analysis was conducted in IBM SPSS Statistics 23 (IBM Corporation) to detect statistical significance. The mean annual search activity was plotted against the annual disease rates to determine any correlations. This procedure was repeated for all 4 diseases.

Impact of Health Campaign on Search Activity

To evaluate the public health campaign effect on search activity, the joinpoint methodology was used [11,31]. This analysis was used by Schootman et al [11] to investigate the impact of cancer diagnosis and deaths of public figures on search behaviors on Google. Similarly, in the time series of Google search activity, the joinpoint methodology tested whether weekly changes in RSV around the time of the campaign were statistically significant. This was completed by fitting linear regression lines to the natural logarithm of the weekly RSV. Inflection points
were identified to examine any significant differences between the slopes of the linear regression lines. Analyses were performed to examine online activities 20 weeks before the campaign, during the campaign, and 20 weeks after the campaign. Secondary analyses were conducted to examine shorter segments of 5, 10, and 15 weeks before, during, and after the campaign. The purpose of assessing different periods was to identify any potential effects of the health campaign on increasing people’s search behavior on the Web. For example, examining the 5 weeks leading up to the campaign and the 5 weeks following the campaign detected any immediate change caused by the campaign implementation. However, because RSV data were collected on weekly measures, the number of observations tested by the joinpoint program was low, affecting the statistical power. Therefore, longer-term trends were investigated in 10-, 15-, and 20-week segments. A maximum of 3 joinpoints were fitted to each RSV time series. This maximum was chosen because of the predicted pattern we expected to see. The first joinpoint would be observed at the start of the campaign period because we hypothesized an increase in search activity. Following that surge, the search activities would peak during the campaign period and slightly decline over time, generating the second joinpoint. The third joinpoint would be observed at the end of the campaign period, in which search activity would return to baseline.

Results

Internet Search Activity and Disease Prevalence

The Pearson correlations tested the relationship between RSV of the disease and the prevalence or incidence of the disease in a given time period for the 4 diseases studied in this paper. In general, the relationship between these 2 variables was significant for each of the 4 diseases. From 2004 to 2010, there was a negative correlation between colorectal cancer incidence and search activity ($r = -0.41, P < 0.001$). The association between HIV search activity and incidence data was moderately positive between 2004 and 2014 ($r = 0.36, P < 0.001$). The prevalence of marijuana use pertaining to 2004 and from 2008 to 2012 was positively correlated with search activity ($r = 0.64, P < 0.001$). Finally, from 2004 to 2009, the association between the search activity of stroke and the incidence was moderately positively correlated ($r = 0.40, P < 0.001$). Figures 1-4 depict the Web-based search activity trend in weekly RSV values and the calculated average RSV values for the year compared with the disease rates for colorectal cancer, HIV infection, marijuana use, and stroke.

Figure 1. Web-based search activity and incidence trends for colorectal cancer. RSV: relative search volume.

![Graph](http://publichealth.jmir.org/2016/2/e156/)
Figure 2. Web-based search activity and prevalence trends for human immunodeficiency virus. RSV: relative search volume.

Figure 3. Web-based search activity and incidence trends for marijuana use. RSV: relative search volume.
Overview of Health Campaigns

Visual Assessment of Campaign Impact on Internet Search Activity

The RSVs of the 20 weeks before the campaign, during the campaign period, and 20 weeks after the campaign were graphed to visually inspect them for increases and decreases in search activity caused by the implementation of the campaign (examples shown in Figures 5-8). On the basis of this preliminary assessment, the “Anti-Marijuana” campaign (Figure 7) shows the largest increase in search activity during the campaign period than the other 3 campaigns. This is shown by the increase in activity as the campaign is introduced and the decrease in activity near the end of the campaign. No definitive inference could be made about the impact on information seeking behavior for the “Make Health Last” campaign for stroke and “End HIV Stigma” campaign.

Figure 4. Web-based search activity and incidence trends for stroke. RSV: relative search volume.
Figure 6. Weekly Web-based search activity for human immunodeficiency virus before, during, and after the campaign period. Highlighted section depicts the campaign duration.

Figure 7. Weekly Web-based search activity for marijuana use before, during, and after the campaign period. Highlighted section depicts the campaign duration.
Statistical Findings of Campaign Impact on Internet Search Activity

Figure 9 shows the results from the joinpoint analysis. The results for “ColonCancerCheck” suggest strong effect of campaign implementation on Google search activity. A significant inflection point, which means a statistically significant change in slope, was detected at week 21. This point is very close to the 20-week mark of when the campaign began in our analysis. Notably, Figure 9 shows a declining trend of search activity between weeks 1 and 17 before experiencing a steep increase in search activity around the same time point of campaign implementation. The “Anti-Marijuana” campaign was the only campaign that showed an increase in search activity during the period of the campaign. The joinpoint analysis calculated a significant inflection point at week 16 in which search activity changes from a downward trend to an upward trend. The implementation of the campaign may have contributed to this observed increasing Google search activity for marijuana information. No significant associations between the campaigns and online search activity were seen for the “Make Health Last” and “End HIV Stigma” campaigns. The inflection points were not closely associated with the implementation of the campaign. Table 3 provides a summary of the statistical findings. A 20-week segment is provided as main results because it contains the most data points in its analyses; however, Multimedia Appendices 2-5 provide the statistical findings for the 5-, 10-, and 15-week period assessments.

Table 3. Joinpoint analysis for the periods 20 weeks before, during, and 20 weeks after the campaign.

<table>
<thead>
<tr>
<th>Segment outputs</th>
<th>Colorectal cancer</th>
<th>HIVa</th>
<th>Marijuana use</th>
<th>Stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Segment 1 (week)</strong></td>
<td>1-17</td>
<td>1-99</td>
<td>1-16</td>
<td>1-14</td>
</tr>
<tr>
<td>Slope, RSVb/week (95% CI)</td>
<td>−1.21 (−2.7 to 0.3)</td>
<td>−0.46 (−0.6 to −0.3)</td>
<td>−2.72 (−4.1 to −1.3)</td>
<td>0.10 (−1.0 to 1.2)</td>
</tr>
<tr>
<td>P valuec</td>
<td>.11</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.85</td>
</tr>
<tr>
<td><strong>Segment 2 (week)</strong></td>
<td>17-21</td>
<td>—</td>
<td>16-28</td>
<td>14-17</td>
</tr>
<tr>
<td>Slope, RSV/week (95% CI)</td>
<td>17.46 (−2.8 to 41.9)</td>
<td>—</td>
<td>4.93 (2.7 to 7.3)</td>
<td>23.55 (−1.0 to 54.3)</td>
</tr>
<tr>
<td>P valuec</td>
<td>.09</td>
<td>—</td>
<td>&lt;.001</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Segment 3 (week)</strong></td>
<td>21-34</td>
<td>—</td>
<td>28-33</td>
<td>17-20</td>
</tr>
<tr>
<td>Slope, RSV/week (95% CI)</td>
<td>−4.01 (−6.2 to −1.8)</td>
<td>—</td>
<td>−6.52 (−14.4 to 2.1)</td>
<td>−11.89 (−29.4 to 10.0)</td>
</tr>
<tr>
<td>P valuec</td>
<td>&lt;.001</td>
<td>—</td>
<td>.13</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Segment 4 (week)</strong></td>
<td>34-68</td>
<td>—</td>
<td>33-55</td>
<td>20-54</td>
</tr>
<tr>
<td>Slope, RSV/week (95% CI)</td>
<td>−0.19 (−0.7 to 0.3)</td>
<td>—</td>
<td>1.19 (0.4 to 2.0)</td>
<td>−1.03 (−1.3 to 0.8)</td>
</tr>
<tr>
<td>P valuec</td>
<td>.44</td>
<td>—</td>
<td>.006</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aHIV: human immunodeficiency virus.
bRSV: relative search volume.
cStatistical significance was defined as P<.05.
Discussion

Principal Findings

Both visual inspection and joinpoint analysis showed a positive correlation between health campaigns and people’s search behaviors for the “ColonCancerCheck” and “Anti-Marijuana” campaigns. Although these associations were moderate, the results support previous studies, suggesting that infoveillance can measure the success of a campaign in driving information seeking behaviors in a population [10,32]. The “ColonCancerCheck” campaign was effective in generating online activity potentially because of the physicians being the point of contact to engage their target audience. As a result, this focused approach remained most relevant to at-risk populations, thus generating higher interest and information seeking behaviors. The campaign aimed to educate adolescents about the negative effects of marijuana use on health. Fittingly, this target audience is also the primary user of the Web, which could have led to higher search activity for marijuana use information during the campaign period. However, no associations were found for the “Make Health Last” and “End HIV Stigma” campaigns. The null findings may be due to the differences in campaign type, frequency, and duration. Likewise, these same factors may understate the moderate associations observed for the “ColonCancerCheck” and “Anti-Marijuana” campaigns. Glynn et al [10] found positive associations between an annual breast cancer awareness campaign and related search activity in the United States. In their study, the authors observed a consistent increase in the level of Google search activity related to breast cancer during the month of October, which coincides with the annual breast cancer awareness month [10]. The success of breast cancer awareness campaign in generating interest in the population, as measured by search activity on Google, may be easier to observe because of the recurrent pattern of the campaign. The campaigns examined in our study, on the other hand, were held only once for a specific period of time. Thus, the nonrepeating nature of the campaigns compared with the annual breast awareness campaign may have contributed to the little or no effect on Google search activity.

Another difference that may have implications on the findings is the length of the campaign period. Other studies examined more impulsive interventions and their immediate influence on online activity. Noar et al [23] looked at pancreatic cancer announcements from public figures and their influence on media and search query outcomes. From their study, they found a positive association between pancreatic cancer announcements, such as a diagnosis or death, and cancer information seeking behavior in the US population. In comparison, the durations of the campaigns in our study ranged from 3 months to 1 year. Consequently, the long durations of the campaigns may have weakened the observed effect of the campaign on generating interest and information seeking behaviors.

Despite past successes of linking Web-based search activity and infectious disease outbreaks, little is known about the relationship between Web-based search activity and chronic diseases. In this study, the disease rates of colorectal cancer, HIV infection, marijuana use, and stroke showed significant correlation with Google search activity. Although disease trends have not been studied yet in literature, these findings are consistent with other related studies. In one study, the state-specific variance in stroke prevalence was shown to be related to the search query data of the specific state [14]. Google search activity was also positively associated with suicide rates in the United States [18]. Stroke, HIV, and substance use showed
positive associations between disease rates and search volume. This means that more individuals with the disease would result in a corresponding increase in search activity observed on Google. Individuals may seek information on the Web before consulting a health care provider for reasons such as obtaining information about disease symptoms, diagnosis, or treatments [33]. Because of increasing Internet accessibility, more people are likely to engage in regular information seeking behaviors than in the past. Interestingly, colorectal cancer had a negative association with Web activity, which suggests that fewer individuals living with colorectal cancer would result in higher search activity on Google Trends. This inverse relationship between disease rates and online activity has not been reported in the literature. Although the reason behind this inverse relationship is not known, one possible explanation may be the decreased awareness of and interest toward colorectal cancer in Canada. In addition, cancer rates differ among the provinces and territories and an aggregate assessment may mask the true relationship between colorectal cancer prevalence and Internet search activity. Furthermore, due to the limited availability of information in scholarly journals and gray literature, colorectal cancer rates were only obtained from 2004 to 2010. It would be beneficial to assess the disease rates and search activity with more updated data to determine if the negative correlation remains consistent with time. Nonetheless, this relationship between monitoring cases of colorectal cancer and Web-based search activity should be further studied in order to confirm these findings.

Limitations

Limitations of the study include the limited availability of information about the campaigns as well as disease statistics. Publicly available data on the prevalence of HIV, stroke, marijuana use, and colorectal cancer were limited. Ideally, disease prevalence data for the entire 2004 to 2015 period would provide the best Pearson correlation estimate. In this study, prevalence data were only available for HIV. Analyzing prevalence data would capture both individuals with newly diagnosed disease and individuals who are still currently living with the disease. Both groups should be considered because they are both potential users of the Internet who may seek more information about their disease. Compared with incidence data, this statistic only observes new cases of the disease over a period of time. Therefore, it neglects the second group of individuals who may still turn to the Web to seek health information about the disease. Consequently, individuals included in the incidence data would not be completely representative of those who are likely to use the Internet to learn about their disease.

A second limitation of this study is the primary use of Google Trends to collect and assess search activity. Although Google is currently the only search engine to offer a data analytics tool that is accessible to the public, there are biases present in using Google Trends. Because Google makes up 78% of the global market share [30], generalizability of the findings could still be maintained; however, this study still does not account for the remaining population who use other search engines such as Bing and Yahoo! [23]. Furthermore, crowdsourcing of data from the online community offers many advantages, such as readily available, easily accessible, and copious data to study. Active crowdsourcing, such as reporting flu symptoms to a Web-based tracking system, or passive crowdsourcing, such as browsing the Web, would both come with inherent biases, which must be acknowledged [34]. This pertains to the volunteer bias in which individuals who use Google as their primary search engine were found to be typically younger, have higher income, and come from larger households [35]. These characteristics may act as confounders in this study as this specific population is less likely to develop the diseases, which in turn reduces their information seeking behaviors toward the diseases.

Finally, the general limitation in studying Internet search behaviors is the uncontrollable factors that can also affect search activity. Possible confounding variables include news events such as a disease-related death of a public figure, social media influence of a public figure, and other health campaigns held during the same time period. However, this is a classic limitation of conducting an observational study in which it would be impossible to discern a cause-effect relationship.

Future Research

Further research is necessary to study associations between health campaigns and search activity as well as associations between disease rates and search activity on the Web. First, although the effect of health campaigns on Internet search activity was not established in this study, a recommendation for future studies is to examine the effects of recurrent health campaigns. Because positive findings have been reported for breast cancer awareness initiatives in the United States by Glynn et al [10], future studies could assess similar initiatives such as November for prostate cancer and their impact on search activity on the Web. Second, other analytics and statistical methods could be used to determine the effects of health campaign implementation and Internet search activity outcomes. Digital marketing techniques such as Buzzmonitor are used by organizations to track their brand popularity and “buzz” in the Web-based community [36,37]. Finally, big data are generated from many different sources that can also be studied to evaluate effectiveness of health campaigns. With the gaining popularity of social media platforms, such as Facebook, Twitter, and Instagram, among public health organizations, these data may offer potential answers to better understand the effects of health campaigns on the Web-based community. In a study by Xu et al [38], they evaluated health awareness campaigns using application programming interface to collect Twitter information. Their investigation showed fluctuations in the frequency of cancer terms on Twitter during the months of cancer awareness for breast, prostate, and lung cancers, namely, September, October, and November [38]. Similarly, these applications are transferrable to health campaigns seeking related outcomes such as campaign awareness and health education. Thus, additional studies exploring new techniques and big data may help support the use of infoveillance in health campaign evaluation [36,37].

Furthermore, campaigns that focus more on increasing awareness may be more appropriate to study because information-seeking behavior is the target outcome of such campaigns. For example, campaigns using advertisements to deliver their message compared with those handing out
screening kits would be more relevant for engaging people on the Internet. Thus, selecting the right campaign will be an important factor to consider when studying search behaviors on Google Trends.

Application of Google Trends to provide indication of disease rates was shown to be promising in this study. However, future studies are still warranted in order to strengthen this correlation. First, disease prevalence rates should be examined instead of disease incidence rates because prevalent numbers would capture all individuals who are most likely to seek information regarding the disease on the Internet. In particular, diseases that have shown upward and downward trends in prevalence rates over a period of time will be best to study. With fluctuations in both positive and negative directions, it would test whether the search activity would also follow the fluctuations in both positive and negative directions. If both the disease rates and the Internet search activity agree within the same time frame, this correlation would strengthen the use of infodemiology in monitoring diseases in a population.

**Conclusions**

In this study, analysis of Internet search data showed significant relationships between health campaigns and information seeking behaviors in Canada for colorectal cancer and substance use but not for HIV and AIDS and stroke. The outcomes of the “ColonCancerCheck” and “Anti-Marijuana” campaigns were consistent with previous studies. Possible reasons for the discrepant findings from the “Make Health Last” and “End HIV Stigma” campaigns include differences in campaign type, frequency, and duration. However, the use of Web-based search data on digital disease monitoring remains promising. The study found significant associations between search activity and disease prevalence or incidence rates. Further studies are needed to validate the reliability of using Google Trends for health research purposes.
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Abstract

Background: Social media offer an unprecedented opportunity to explore how people talk about health care at a very large scale. Numerous studies have shown the importance of websites with user forums for people seeking information related to health. Parents turn to some of these sites, colloquially referred to as “mommy blogs,” to share concerns about children’s health care, including vaccination. Although substantial work has considered the role of social media, particularly Twitter, in discussions of vaccination and other health care–related issues, there has been little work on describing the underlying structure of these discussions and the role of persuasive storytelling, particularly on sites with no limits on post length. Understanding the role of persuasive storytelling at Internet scale provides useful insight into how people discuss vaccinations, including exemption-seeking behavior, which has been tied to a recent diminution of herd immunity in some communities.

Objective: To develop an automated and scalable machine-learning method for story aggregation on social media sites dedicated to discussions of parenting. We wanted to discover the aggregate narrative frameworks to which individuals, through their exchange of experiences and commentary, contribute over time in a particular topic domain. We also wanted to characterize temporal trends in these narrative frameworks on the sites over the study period.

Methods: To ensure that our data capture long-term discussions and not short-term reactions to recent events, we developed a dataset of 1.99 million posts contributed by 40,056 users and viewed 20.12 million times indexed from 2 parenting sites over a period of 105 months. Using probabilistic methods, we determined the topics of discussion on these parenting sites. We developed a generative statistical-mechanical narrative model to automatically extract the underlying stories and story fragments from millions of posts. We aggregated the stories into an overarching narrative framework graph. In our model, stories were represented as network graphs with actants as nodes and their various relationships as edges. We estimated the latent stories circulating on these sites by modeling the posts as a sampling of the hidden narrative framework graph. Temporal trends were examined based on monthly user-poststatistics.

Results: We discovered that discussions of exemption from vaccination requirements are highly represented. We found a strong narrative framework related to exemption seeking and a culture of distrust of government and medical institutions. Various posts reinforced part of the narrative framework graph in which parents, medical professionals, and religious institutions emerged as key nodes, and exemption seeking emerged as an important edge. In the aggregate story, parents used religion or belief to acquire exemptions to protect their children from vaccines that are required by schools or government institutions, but (allegedly) cause
adverse reactions such as autism, pain, compromised immunity, and even death. Although parents joined and left the discussion forums over time, discussions and stories about exemptions were persistent and robust to these membership changes.

**Conclusions:** Analyzing parent forums about health care using an automated analytic approach, such as the one presented here, allows the detection of widespread narrative frameworks that structure and inform discussions. In most vaccination stories from the sites we analyzed, it is taken for granted that vaccines and not vaccine preventable diseases (VPDs) pose a threat to children. Because vaccines are seen as a threat, parents focus on sharing successful strategies for avoiding them, with exemption being the foremost among these strategies. When new parents join such sites, they may be exposed to this endemic narrative framework in the threads they read and to which they contribute, which may influence their health care decision making.

*(JMIR Public Health Surveill 2016;2(2):e166) doi:10.2196/publichealth.6586*
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**Introduction**

Over the past decade and a half, the explosion in social media and the concomitant rise in informational websites has changed the manner in which people access health care information [1-4]. Various sites dedicated to conversations about child rearing and parenting, colloquially referred to as “mommy blogs,” attract millions of users [3,5]. Although straightforward data mining techniques such as topic modeling exist for determining what parents are talking about on these sites and other similar sites, few techniques exist for determining how they are talking about those topics. Among the many topics discussed on these parenting sites, few topics garner as much attention and vigorous discussion as childhood vaccination. Despite the fact that safe and effective vaccines exist, sporadic outbreaks of vaccine preventable diseases (VPDs) point to the continuing tension between public programs intended to make these vaccinations easily accessible and broadly adapted and parents who resist vaccination based largely on ideological principles [6-9]. Reduced rates of vaccination have jeopardized the elimination of diseases that have been on the cusp of such elimination for decades and, as recent outbreaks attest, threaten the hard-won herd immunity developed through long-term vaccination programs [6,10]. The role of exemptions in precipitating outbreaks in vaccine-communicable disease is increasingly being considered, although little evidence is currently available to directly support this link [11]. Although simple inspection of parenting sites and standard text mining approaches can confirm that vaccination is a topic of frequent discussion on these sites, such methods cannot determine the structure of those discussions. This is the objective of our research.

**Methods**

In this research, we analyzed 1.99 million posts contributed by 40,056 users and viewed 20.12 million times indexed from 2 popular parenting sites over a period of 105 months ending in 2012. Beyond simply identifying the main topics of discussion on the sites, we discovered the underlying narrative frameworks that explain the stories circulating in these various discussions, an approach that extends recent work on personal experience and health knowledge exchange in Internet forums [12-16]. In addition to delineating the narrative framework that parents activate in their storytelling, we provided a fine-grained view of actant interactions and relationships in these stories, offering insight into individuals’ shifting attitudes toward vaccination. Figure 1 shows the pipeline describing the steps of this workflow.

Data for this study were obtained from 2 popular social media sites dedicated to parenting. We chose these 2 sites because of their popularity among new parents, with a membership comprised primarily of people who self-identify as mothers [2,17]. As mothers are on the “frontline” of discussions about the health of their infant children, these sites offer important information about how they approach decisions related to vaccination [18]. Although the second site has a more ideologically diverse group of active posters than the historically anti-vaccination mothering.com, both draw members from a wide range of backgrounds with broad geographic diversity, although largely from the United States and Canada. The language of both blogs is English. We indexed posts that appeared in forums related to childhood vaccination, recursively visiting and storing all publicly available discussion threads, and date-time–data, while creating an anonymized index of any accessible user data, resulting in a corpus of 299,778 posts from 12,376 users on mothering.com, based on 105 months of indexed data (2004-2012) and 1,700,086 posts from 27,790 users on a second site (unnamed due to terms of service), based on 60 months of indexed data (2008-2012) (UCLA IRB #16-000456). These posts comprised the corpus for analyses.
Story Topics

For the 2 parenting sites, we determined the topics of discussion and the stories circulating in those discussions through an automated content analysis process. We started by computing dominant topics in the forums using 2 different probabilistic approaches, Latent Dirichlet Allocation (LDA) and Contextual Random Walk Traps (CRWT) [19,20]. LDA, a generative probabilistic topic modeling algorithm, proposes that each document in a corpus consists of a mixture of a small number of topics, and that the appearance of a word in a document can be attributed to its membership in one of the document’s topics. CRWT creates a cooccurrence network for all words in the corpus and then decomposes this network into a hierarchy of random-walk traps. Each such random-walk trap, comprising a series of document vocabularies (bag of words) weighted by their respective steady-state probabilities, serves as a topic in the CRWT. In both cases, we considered each thread (comprising a set of posts by different users) as 1 document. We use topic modeling solely to discover topics of discussion on these websites and derive ranked lists of nouns.

Stories

To understand how people talked about the discovered topics, we developed a story model, the actant-relationship context model, and used it to extract the underlying stories from posts across the entire set of 1.99 million discussion posts, recognizing that forum posts frequently include only parts of stories or comments on story parts as opposed to complete stories. We conceptualize story parts as relationships among actants [21]. These relationships map well onto the vaccine story motifs described by Kitta [22] and make frequent use of the tropes discovered by Kata [3]. We developed a generative statistical-mechanical network model, in which actants (actors and objects) are the nodes, and the relationships between nodes are the edges. The edges are labeled with the nature of the relationship, the context in which the relationship was found, and its likelihood. Actants and relationships are then aligned with a modified version of Labov’s 4-part structural map for personal experience narrative consisting of (1) orientation, where the community of interest is defined; (2) complicating action: threat, where something threatens the community delimited in the orientation; (3) complicating action: strategy, where the actants in the story devise a strategy to deal with the threat; and (4) resolution, where the outcome of using the proposed strategy to thwart the threat is reported [23,24].

In our model, to generate a social media post, a user picks a set of actants and draws from the distribution of relationships among those actants. The user then composes the post according to the outcomes in the first step. In a social media corpus, the underlying probabilistic model including both the primary actants and their contextual relationships is hidden. Consequently, our task was to estimate this hidden model from the posts. We accomplished this through a computationally scalable estimation algorithm that requires minimal supervision. Because the data were large scale and the story signals were persistent, we found that a computationally scalable inference algorithm using minimal information (such as nouns and verbs) from Natural Language Processing (NLP) tools gave us accurate results for our dataset.

Actants

We used the automatically discovered topics to determine the important actants in the topic space, recognizing that topics could cut across the siloes of forum classifications. To do so, we extracted a pool of actant terms based on a ranked list of high-frequency nouns. These nouns were, in turn, aggregated to derive actant categories. In topics associated with vaccination, we discovered 3 main categories of actants: individual actants, comprising parents, children, and medical professionals; institutional actants, comprising government institutions, religious institutions, pharmaceutical companies, and schools; and objects, comprising vaccines, exemptions, VPDs, and adverse effects. The words associated with an actant consist of both synonyms for the actant and entities that have the actant as a super-category. For example, the actant “government” includes the colloquial synonym “the Feds” as well as the government institution, the “CDC,” where “government” is the super-category for CDC.

Actant⇔Actant Contexts

We characterized the context between a pair of actants by a set of verbs that are significant when the 2 actants are discussed simultaneously. Verbs are known to capture binary relationships...
in large-scale corpora [25]. The contexts defined by verbs have discriminative power as they capture the different roles played by the same actants in different contexts.

In order to establish the significance of a verb for a particular pair of actants (ie, a context), we compared the conditional probability of the verb appearing with both actants to its marginal probability: A verb is contextually significant if $P_{\text{pair}}=\text{Prob} (\text{verb} | \text{the sentence has both actants}) \gg P_{\text{corpus}}=\text{Prob} (\text{verb in any sentence in the corpus})$. This approach attenuates the effect of commonly occurring verbs such as “has,” “is,” and “are” (for which $P_{\text{pair}}=P_{\text{corpus}}$), while accentuating topical verbs that describe meaningful relationships between actants.

As there are many verbs involved in any context, we ranked the relative significance of the different verbs via a scoring or weighting function $f(P_{\text{pair}}, P_{\text{corpus}})$, and then selected the top ones as the verb set to characterize the context. We empirically tested various scoring functions, including term frequency-inverse document frequency (TF-IDF) style scoring functions, and discovered that the Kullback–Leibler (KL) divergence metric (Figure 2), produced the best results [26]. Whereas the results are largely invariant to the particular choice of the ranking method, we found that KL divergence was better able to filter out noise such as the prevalence of modal and auxiliary verbs in the corpus. For any verb, the higher the KL score, the more significant that verb is to the pair.

To implement the above idea computationally, we tagged the entire corpus with parts of speech (POS) tags, using the Natural Language Toolkit (NLTK) library in Python [27]. As we extracted the verbs, we recorded their stemmed versions using the Porter stemmer in that toolkit. For example, “funded,” “funds,” and so on, were all recorded as the base form “fund.” For every stemmed verb, $v$, we calculated the marginal probability of the verb appearing in any sentence in the corpus (Figure 3), where $N_v$ is the number of times verb $v$ occurred in the corpus, and $N$ is the sum of the frequencies of all the verbs in the corpus. Then, for any given context, defined as the set of all sentences where the 2 actants cooccur, we computed the conditional probability of a verb appearing with both actants in a particular context (Figure 4), where $N_v(C)$ is the number of times verb $v$ occurred in the given context, and $N(C)$ is the sum of the frequencies of all the verbs in the context. Then we computed the ranking to determine the set of top verbs characterizing a given context (Figure 5) for all verbs and ranked them in decreasing order to obtain the set of top verbs that characterized the given context.

**Figure 2.** Calculation of the Kullback-Leibler divergence metric as a weighting function to rank the significance of different verbs.

$$ f(P_{\text{pair}}, P_{\text{corpus}}) = \ln \frac{P_{\text{pair}}}{P_{\text{corpus}}} $$

**Figure 3.** Calculation of the marginal probability of the verb appearing in any sentence in the corpus.

$$ P_{\text{corpus}}(v) = \frac{N_v}{N} $$

**Figure 4.** Calculation of the conditional probability of a verb appearing with both actants in a particular context.

$$ P_{\text{pair}}(v) = \frac{N_v(C)}{N(C)} $$

**Figure 5.** Calculation of ranking to determine the set of top verbs characterizing a given context.

$$ \ln \frac{P_{\text{pair}}(v)}{P_{\text{corpus}}(v)} $$

**Actant⇒Actant Relationships**

Once we had determined the ranked verb list for a context, we returned to the sentences for that context and determined the actant pairs that these significant verbs related using the POS tagger output. Recognizing that different verbs may capture the same type of relationship between actants, we grouped verbs into “relationship” categories, just as we grouped nouns into actant categories. Taking a cue from the narrative theory, we classified these relationships according to a series of binary oppositions between verbs, with highly ranked synonyms grouped together with their highly ranked antonyms, allowing us to align those relationships to the structure of the personal experience narrative as well [28]. For readability, we devised labels for these groups of oppositional verbs.

We identified 2 main categories of binary opposite relationships. The first set of these relationships were those between individuals and institutional actants, with the binary oppositions require or resist, advise or question, protect or threaten, employ or ignore, accept or reject, and attend or avoid. The second set of relationships were those between individual and institutional actants on the one hand and objects on the other hand, or relationships between objects, with the binary oppositions seek or aver, grant or withhold, cause or not cause, and protect or threaten.
To illustrate this process, consider the verb “use” which was determined to be a significant verb in the Exemption⇒Religious-Institutions context (Table 1). In the following contextual sentence from a post that includes the actants Exemption and Religious-Institutions, we have highlighted the relevant words:

Here is some New York info: (sample exemption letters here) Here is info about how you do not have to prove membership in a church in order to use a religious exemption.

The verb “use” relates “you” (which is a Parent actant) with “church” (which is a Religious Institutions actant). The category of the verbs that connects the 2 actants becomes the significant relationship between those actants in that context. For example, in the above case, as the verb “use” falls into the employ or ignore category, there is a directed employ or ignore edge from the Parents node to the Religious-Institutions node. We repeated this process for all possible contexts (we include additional examples of individual posts in the Multimedia Appendix 1).

**Story Graphs**

We visualized each context as a network story graph, with the actants as the nodes, and the significant relationships as the edges connecting the actants, thereby capturing the rich structures of relationships among actants for any context. We then create a summary graph by aggregating the story graphs for each context into a single graph. We label this summary graph a narrative framework.

**Story Signal Trends**

To characterize temporal trends in new posting activity that concerned vaccination exemptions and new user activity concerning exemptions, for each site, we calculated (1) the monthly proportion of new posts that included the word “exemption” and (2) the proportion of new users each month who committed a post with the word “exemption” in it. As users have access to old as well as new posts, in order to characterize the fraction of post content pertaining to exemptions that would be visible to users of the forums, we also calculated over the study period the monthly cumulative proportion of posts that included the word “exemption.” We produced a log-linear plot of the distribution of user-activity duration (in days) for the mothering.com site using a bin width of 3 months.

**Results**

**Story Topics**

On our 2 target sites, topic modeling revealed that vaccinations and, interestingly, exemptions constitute significant topics of discussion (for a full listing of topics, see the Multimedia Appendix 1).

We ran LDA topic modeling in R at multiple levels of granularity, from k=20 to k=200 in intervals of 20 (samples of the LDA topic models are included in the Multimedia Appendix 1) [29]. Past the topic parameter K=60, we found that topics, such as “exemption,” were largely split into multiple “exemption” topics. In the mothering.com forum, the “exemption” topic already emerged among the top topics with topic parameter, K=20: Topics 10 and 14 (Top 5 words): exemption school religious state required. Whereas the second site data presented a much larger set of forums and posts, the “exemption” topic nevertheless emerged in the top-60 list as a distinct topic (it did not appear as a distinct topic for K=20 or 40, but rather as a significant part of larger topics such as vaccination): Topic 46 (Top 5 words): state religious exemption child form.

The CRWT method similarly yielded a more varied set of topics for the second site than for mothering.com, but the exemption-related topic was still distinct on both sites, constituted by some of the following words: “religious exemption beliefs exemptions belief belong supreme required.”

As part of its output, CRWT yields a hierarchy of topics. For example, the “exemption” topic on mothering.com reveals a hierarchy where exemption is a super-category of “refusal,” “belief,” and “requirements,” as illustrated in Figure 6. These 2 topic modeling methods independently identify the importance of “exemption” as a topic of discussion in both forums at all levels of modeling that we used.
Figure 6. A hierarchical structure of topics related to exemption computed by the Contextual Random Walk Traps (CRWT) method from mothering.com posts. PR represents the page rank of the word-nodes in the co-occurrence network.

Stories

The story model allows us to determine how people talk about the topics discovered through topic modeling. Recognizing that these topics can be discussed across the entire corpus, we do not assign documents to topics. Rather, we focus on discovering the underlying narrative framework, the activation of which in various posts, contributes to the structure of those discussions.

First, we determine the actants in the topic space (Table 1) and the relationship categories and associated verbs (Table 2). We find that the Exemption- and Children-related contexts are sufficient to derive a detailed understanding of the discussions and the stories that are embedded within them. The results for contexts based on exemptions (eg, exemptions and children) are shown in Table 3. The first column consists of the second actant in the relation, and the second column consists of the most significant verbs that occur in the related context. The stories clearly refer to families (orientation), with parents making health care decisions for their children. The verbs in the Parents⇔Exemption context reveal that parents try to acquire exemptions as a strategy (complicating action: strategy). The motivation for seeking exemptions becomes apparent when one examines the verbs in the Children⇔Vaccinations context (Table 4): seeking exemptions is a strategy to protect children from the (perceived) threat of vaccination (complicating action: threat). Results of the strategic use of exemptions vary from successfully securing exemptions to lamenting the inability to receive such exemptions.

We illustrate these findings with story graphs for different contexts, aggregating these into a single narrative framework graph (Figure 7). Importantly, our approach recognizes that the relationships among actants can vary depending on the context. In the Children⇔Exemption story graph (Figure 7 a), one sees the central importance of exemptions for protecting children from required vaccines. The Exemption⇔Schools story graph (Figure 7 b) shows the role that schools and other government institutions play in requiring vaccines (dark green), establishing an adversarial relationship between parents on one hand, and government institutions on the other. In the Exemption⇔Religious Institutions story graph (Figure 7 c), an important relationship emerges between Religious Institutions and Parents (light blue), as we discover that parents and religious institutions are primarily connected on the basis of an employ or ignore relationship. This implies that parents use their affiliation with religious institutions (or the broader concept of faith) as a means to secure exemptions for their children. The contexts related to Children (Figure 7 d-e) further highlight the role that parents play in protecting their children from the adverse reactions that are allegedly caused by vaccination, as well as the role that affiliations to religious institutions can play in acquiring exemptions. In the Children⇔Religious-Institutions context, for instance, the relationship between parents and religious institutions changes to one of accept or reject, focused primarily on parents’ acceptance of church teachings.
Table 1. Actant model.

<table>
<thead>
<tr>
<th>Entities (nodes)</th>
<th>Associated word set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual actants</strong></td>
<td></td>
</tr>
<tr>
<td>Parents</td>
<td>parents, parent, i, we, us, you</td>
</tr>
<tr>
<td>Children</td>
<td>child, kid, kids, children, daughter, daughters, son, sons, toddler, toddlers, kiddo, boy, d(ear)d(oughter), d(ear)s(on)</td>
</tr>
<tr>
<td>Medical professionals</td>
<td>doctor, doctors, pediatrician, pediatricians, nurse, nurses, ped, md, dr</td>
</tr>
<tr>
<td><strong>Institutional actants</strong></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>government, cdc, federal, feds, center for disease control, officials, politician, official, law</td>
</tr>
<tr>
<td>Religious institutions</td>
<td>faith, religion, pastor, pastors, parish, parishes, church, churches, congregation, congregations, clergy</td>
</tr>
<tr>
<td>Schools</td>
<td>teacher, teachers, preschools, preschool, school, schools, class, daycare, daycares, classes</td>
</tr>
<tr>
<td>Pharmaceutical companies</td>
<td>pharma, big pharma, company, companies</td>
</tr>
<tr>
<td><strong>Objects</strong></td>
<td></td>
</tr>
<tr>
<td>Vaccines</td>
<td>vaccines, vax, vaccine, vaccination, vaccinations, shots, shot, vaxed, unvax, unvaxed, nonvaxed, vaccinate, vaccinated, vaxes, vaxing, vaccinating, substances, ingredients</td>
</tr>
<tr>
<td>Exemptions</td>
<td>exemption, exempt</td>
</tr>
<tr>
<td>VPDs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>varicella, chickenpox, flu, whooping cough, tetanus, pertussis, hepatitis, polio, mumps, measles, diphtheria</td>
</tr>
<tr>
<td>Adverse effects</td>
<td>autism, autistic, fever, fevers, reaction, reactions, infection, infections, inflammation, inflammations, pain, pains, bleeding, bruising, diarrheca, diarrhea</td>
</tr>
</tbody>
</table>

<sup>a</sup> VPDs: vaccine preventable diseases.

Table 2. Relationship model.

<table>
<thead>
<tr>
<th>Relationships (edges)</th>
<th>Associated word set (stemmed)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between individuals or institutional actants</strong></td>
<td></td>
</tr>
<tr>
<td>Require or resist</td>
<td>force, require, need, follow, mandate</td>
</tr>
<tr>
<td>Advise or question</td>
<td>recommend, tell, said, object, ask, learn, teach</td>
</tr>
<tr>
<td>Protect or threaten</td>
<td>protect, injure, damage</td>
</tr>
<tr>
<td>Employ or ignore</td>
<td>use, submit, ignore</td>
</tr>
<tr>
<td>Accept or reject</td>
<td>vaccinate, unvaccinate, vax, unvax, receive, have, had, get, inject, exclude, allow, exempt, believe, receive, request, deny, accept</td>
</tr>
<tr>
<td>Attend or avoid</td>
<td>enter, enroll, attend, go, send, homeschool</td>
</tr>
<tr>
<td><strong>Between individual or institutional actants and objects or between objects</strong></td>
<td></td>
</tr>
<tr>
<td>Seek or aver</td>
<td>seek, file, sign, claim, submit, need, exercise, lie, claim</td>
</tr>
<tr>
<td>Grant or withhold</td>
<td>accept, approve, get, abuse, grant, oppose, deny</td>
</tr>
<tr>
<td>Protect or threaten</td>
<td>protect, injure, damage</td>
</tr>
<tr>
<td>Cause or not cause</td>
<td>expose, get, contract, cause, develop, suffer, die, vomit, diagnose</td>
</tr>
</tbody>
</table>
Table 3. Top 10 high-relevancy verbs (stemmed) that characterize the contexts comprising “Exemption” and each of the other major actant categories on the second site. The verbs are ordered according to the KL Divergence scores, but we have shown the frequency of the verbs in parenthesis for comparison. In the Exemption–Parent context, the verb “have” with a frequency count of 1561 is ranked fourth way before “exercise,” which has a frequency of only 275.

<table>
<thead>
<tr>
<th>Actants in children context</th>
<th>Significant verbs in relationship to exemption (actant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parents</td>
<td>exempt(207), exercis(228), sign(275), haver(1561), concern(196), claim(185), vaccin(241), belong(132), us(472), requir(199)</td>
</tr>
<tr>
<td>Children</td>
<td>exempt(220), exercis(191), concern(175), vaccin(202), vax(133), requir(152), sign(116), attend(99), enrol(56), allow(106)</td>
</tr>
<tr>
<td>Medical professionals</td>
<td>sign(101), exempt(21), give(72), write(34), requir(35), get(131), have(229), submit(16), obtain(17), file(17)</td>
</tr>
<tr>
<td>Government</td>
<td>bind(51), determin(51), requir(41), us(67), exempt(17), belong(22), accept(29), seek(19), furnish(8), obtain(12)</td>
</tr>
<tr>
<td>Religious institutions</td>
<td>belong(294), rule(114), offer(152), do(456), claim(105), us(191), have(445), find(149), bind(51), determin(50)</td>
</tr>
<tr>
<td>Schools</td>
<td>belong(146), rule(116), offer(160), requir(130), sign(120), attend(103), exempt(59), find(184), have(682), accept(104)</td>
</tr>
<tr>
<td>Vaccines</td>
<td>vaccin(377), exempt(173), requir(323), vax(252), claim(208), receiv(191), sign(150), request(106), allow(200), oppos(91)</td>
</tr>
<tr>
<td>VPDs¹</td>
<td>requir(14), exempt(7), vaccin(15), sign(12), get(34), refus(9), have(55), prove(6), document(4), decid(8)</td>
</tr>
<tr>
<td>Adverse effects</td>
<td>had(64), exempt(12), obtain(12), requir(18), get(60), link(12), choose(9), follow(15), increas(11), qualifi(9)</td>
</tr>
</tbody>
</table>

¹VPDs: vaccine preventable diseases.

Table 4. Top 10 high-relevancy verbs (stemmed) that characterize the contexts comprising “Children” and each of the other major actant categories on the second site. The verbs are ordered according to the KL Divergence scores, but we show the frequency of the verbs in parenthesis for comparison.

<table>
<thead>
<tr>
<th>Actants in exemption context</th>
<th>Significant verbs in relationship to children (actant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parents</td>
<td>have(190359), give(27803), learn(18254), am(46173), choos(11446), want(46512), think(60272), rais(9756), know(61261), teach(8982)</td>
</tr>
<tr>
<td>Medical professionals</td>
<td>nurs(1728), vaccin(1450), told(1986), had(4091), said(2582), diagnos(893), take(2467), recommend(642), give(1782), took(926)</td>
</tr>
<tr>
<td>Government</td>
<td>vaccin(615), recommend(447), receiv(380), accord(291), mandat(144), ha(1211), caus(328), injur(139), report(214), includ(299)</td>
</tr>
<tr>
<td>Religious institutions</td>
<td>teach(2010), are(2873), is(3706), church(127), attend(221), go(937), rais(174), believ(335), allow(164), pray(73)</td>
</tr>
<tr>
<td>Schools</td>
<td>attend(2150), go(1284), ha(10885), send(2041), start(4659), work(4910), get(12171), daycar(621), need(5944), teach(1645), enrol(689)</td>
</tr>
<tr>
<td>Vaccines</td>
<td>vaccin(16262), vax(6176), receiv(3859), ha(8439), injur(1247), given(2321), unvaccin(930), caus(2315), recommend(1507), unvax(657), protect(1269)</td>
</tr>
<tr>
<td>VPDs¹</td>
<td>vaccin(1409), receiv(1071), had(2622), get(2840), recommend(510), vax(450), given(590), develop(441), got(1005), expos(333)</td>
</tr>
<tr>
<td>Adverse effects</td>
<td>had(17530), diagnos(4961), have(29879), had(9852), autism(1023), caus(2617), develop(1461), vaccin(1756), is(33778), aflect(1064)</td>
</tr>
</tbody>
</table>

¹VPDs: vaccine preventable diseases.

The summarized story graph (Figure 7 f), obtained by aggregating relationships across contexts, makes clear the underlying narrative framework. In the aggregate story, parents use religion or belief to acquire exemptions so as to protect their children from vaccines that are required by schools or government institutions, but (allegedly) cause adverse reactions such as autism, pain, compromised immunity, and even death.

The summarized story graph also reveals several notable substories. In one, religious institutions rather than schools play the role of “teacher.” In this substory, schools are relegated to the role of parental adversary, requiring vaccinations and wielding the power to accept or reject exemptions. In another substory, medical professionals play the role of the adversary. Parents question them over the necessity of vaccines, and resent them as the enforcers of vaccine requirements (threat). Yet, parents also need the medical professionals’ help, as they act as the grantors of exemptions (strategy). Two glaring omissions in this and all the substories on which the summary narrative framework graph is based are the near total absence of VPDs and pharmaceutical companies as actants. The only role that the VPDs play is a passive one: children contract them (see the penultimate row in Table 2). “Big pharma,” as pharmaceutical companies are often referred to, play no significant role in the contexts in which exemptions are discussed.
Figure 7. Story graphs and narratives: subfigures a-e illustrate the story graphs corresponding to different contexts in mothering.com, while subfigure f is an aggregate master narrative graph.

(a) Children ↔ Exemptions

(b) Exemptions ↔ Schools (dark green), Vaccines (pink).

(c) Exemptions ↔ Religious Institutions (light blue), Adverse reactions (red), Parents (green), Religious Inst. (light blue) and Medical Inst. (dark blue).

(d) Children ↔ Medical Inst. (dark blue), Adverse reactions (red).

(e) Children ↔ Parents (green), Schools (dark green) and Religious Inst. (light blue)

(f) A Summary Exemption Story Graph.

Story Signal Trends

Figure 8 shows the proportion of all new posts that included the word “exemption” by month for each site. On average about 5.32% of new posts on mothering.com included the word “exemption”; on the second site, the average was about 0.35%. The trends show that the exemption topic signal exhibited some variation over time but was not “bursty,” and there was some level of activity in all months, especially on mothering.com.

Figure 9 shows the proportion of new users of each site who committed a post containing the word “exemption” by month. On average, about 24.42% and 4.34% of new users committed such a post at the 2 sites, respectively. The proportions were fairly constant over the study period, with the exception of early
2007 for the second site, which was founded shortly before we began data collection.

Figure 10 shows the monthly cumulative proportion of posts that included the word “exemption” for the 2 sites. As users can view old as well as new posts, this metric helps characterize the pervasiveness of exemption-related content on the sites. On mothering.com, the fraction of posts pertaining to exemptions stabilized at a proportion of about 4.81%. For the second site, the cumulative fraction had an initial rise that then stabilized at about 0.34%.

A log-linear plot of the distribution of user-activity duration (in days) for the mothering.com site is presented in Figure 11. Note that the exponential tail (cut off) starts at around 2.5 years (ie, 1000 days), which is the typical age by which most children have received most of their vaccines. This suggests that new mothers are most active in the vaccination discussions and mothers become less active as their children pass the age when most vaccines have been administered.

Figure 8. Monthly proportion of new posts that included the work “exemption” for the two sites.

Figure 9. Monthly proportion of new users who committed a post that included the word “exemption” for the two sites.
Discussion

Principal Findings
The methods we have developed for this study allow us to discover stories circulating informally on social media sites. Our system can detect the presence, persistence, and pervasiveness of story signals on otherwise very noisy sites, aggregate these story signals into a narrative framework, and provide a clear mechanism for tracing the emergence of specific strategies endorsed in these stories that parents might adopt to counteract perceived health-related threats. The sites play an important role in exposing parents to the ideas of vaccinations as threat, and the use of exemptions as a strategy to combat that threat [30]. Any new parent joining these sites, irrespective of their orientation to vaccination, is exposed to stories that activate the narrative framework of vaccination as threat and exemption as strategy.

On the sites we studied, the narrative framework is one where vaccines pose a threat to children, and parents in their role as protectors devise strategies, most often the use of exemptions, to thwart that threat. The narrative framework is so widely dispersed that it has traversed many segments of the parenting sites. A strong, persistent signal in these discussions reveals that parents actively pursued information about exemptions on an ongoing basis. New parents who joined these sites were likely to be quickly exposed to the beliefs encoded in these stories and the underlying narrative framework.

Given the well-established 90-9-1 rule of social media, where 90% of visitors simply read without commenting (9%) or contributing (1%) [31], it is very likely that the narrative framework is reaching a much larger audience than simple user statistics suggest. Note that the 1.99 million posts we studied had an aggregate view count of more than 20 million views from registered users (unregistered users could view the posts, but their views were not recorded and therefore not tabulated).
Even for parents who may not have initially believed that vaccines are harmful, the persistent circulation of stories about the potential harmfulness of vaccinations and the efficacy of the strategy of exemption to protect children from this alleged threat could convert some parents to embracing these beliefs.

**Limitations**

Our work has certain limitations. As with all social media research, it is not clear that the sites on which we focused are representative of parents and health care decision makers as a whole. Although the 2 sites we used are very popular among parents, we recognize that they do not capture the broad range of discussions that take place in informal settings not easily observed, such as the playground, school gatherings, and other places where parents interact. In those settings, ethnographic fieldwork could provide important qualitative perspectives on vaccine-related discussions and storytelling [24]. At the same time, it is important to recognize that even settings that are more conducive to qualitative ethnographic methods are not immune to the influence of social media, which has increasing penetration into everyday life.

We recognize that parenting sites have certain biases. Mothering.com, for example, given its long-standing relationship with the now defunct *Mothering* magazine, has an anti-vaccination bias [11,12]. The well-known social network phenomenon of homophily might be creating an ideological echo chamber on these sites. Nevertheless, posts and user participation on the second site, which draws from a more ideologically diverse population, also reflect the persistent and prevalent nature of the vaccine-exemption narrative framework. Extending our approach to a broader sampling of parenting sites might mitigate the potential biases in these posts. At the same time, extending the approach to other types of social media where conversations are less organized, such as Facebook, might capture a broader series of narrative frameworks structuring vaccine-related conversations. Certain popular social media sites, such as Twitter, given the significant constraints on post length, are not included in this study.

Our work does not currently include sentiment detection. Although we advance the inclusion of social media in health care beyond topic discovery to an analysis of the underlying narrative structure of those discussions, we have not studied the manner in which those discussions are framed, which sentiment detection may be able to provide.

Data privacy continues to be a significant concern for social media research. In our study, we anonymized all of our data as part of the indexing process, and thus were unable to exploit certain features of individual user and user community data. The trade-offs between user privacy and research benefits are part of the constantly shifting terrain of social media research, and we chose to err on the side of privacy. Data access is becoming an equally significant problem, as social media corporations are greatly reducing access to data that people post and share on their sites. These limitations make it increasingly difficult to track large-scale conversations over long periods of time.

**Comparison With Prior Work**

Vaccination decision-making has been broadly studied [33, 34], and the impact of social media on health care decision-making is receiving increasing attention [34,35]. Several important studies have focused on people’s social media reactions to emerging health care crises such as disease outbreaks, where news stories often drive participation [35,36]. The role of narrative on social media sites as a persuasive rhetorical strategy in regard to health care decision making has also been explored, although this important work is largely preliminary [3,13,22,37]. Our work shifts attention away from bursts of activity on sites such as Twitter to a complementary examination of long-term conversations that evolve over many months and even years, with a primary focus on the emerging and endemic narrative frameworks that inform these conversations, aligning with other large-scale studies of attitudes toward health care decisions [38-40].

Narrative is recognized as a key means for shaping belief. Radzikowski et al [13], in their study of reactions to the California measles outbreak, develop a narrative model based on keyword cooccurrence in Tweets, an excellent first pass at such a model, given the limiting factors that Twitter imposes on Tweet length. Given the length of the posts in our data, we are able to develop a more elaborate narrative model, allowing us to extend the pairwise associations among actants. Our method not only shows that these pairwise relations are the key part of the conversations, but also reveals how actants are related in a context-dependent manner. Grant et al [5] provide clear evidence for the impact of personal experience narrative on vaccination attitudes through the qualitative comparison of 4 websites. Kitta [22], who worked with a similar structural model for vaccine narrative, develops an important typology of vaccine stories, whereas Kata [3] determines the tropes that are functional on anti-vaccine websites. Our automated methods allow us to extend that qualitative work to very large-scale data (millions of posts), thereby operationalizing aspects of traditional text analytic methods.

Random sampling methods are another approach for understanding developing attitudes toward health care. However, the narratives we discover would be difficult to identify using random sampling approaches. Whereas the use of focus groups has shown itself to be particularly helpful in devising messaging campaigns for specific communities [41,42], understanding the narratives operative in a community and at the scale of big data may help refine those messages [43-45]. Mathematical modeling for vaccine decision-making [46], while promising, makes specific assumptions that need to be validated from real-world data for the results to be actionable. Our approach may help provide that data.

**Conclusions**

Injecting an idea, such as the efficacy of exemption as a strategy to avoid vaccination, into online communities has the potential to influence many people—the idea can, in a phrase, “go viral.” Given the persuasive nature of personal experience narrative, storytelling plays a central role in exposing people to ideas and converting people to particular beliefs. Importantly, people are inclined to believe first-hand accounts from members of their
community, as opposed to official pronouncements [5]. Social network theory has established a strong tendency toward homophily in online communities that often results in shared trust between community members [47]. Notably, when “high degree” members (those with many connections in their network and to other networks) of a social network become exposed to beliefs and embrace them (in this case, the notion of exemptions), the conditions in the network become primed for rapid dissemination of those beliefs throughout the network. Unfortunately, once established, such beliefs are very difficult to change [33]. We believe that the personal stories highly popular on these sites make use of the shared trust developed in online forums and thus act as an ideal method for converting nodes to the beliefs encoded in those narratives. In our study, the persistence of the exemption signal suggests a broad-scale susceptibility in these networks to the exemption strategy for dealing with the “vaccination threat.”

The sheer volume of discussions on social media sites dedicated to parenting along with the knowledge that many people use Internet resources as their first line of health care information mean that these forums deserve ongoing attention [39,48].
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Abstract

Background: Response differences to survey questions are known to exist for different modes of questionnaire completion. Previous research has shown that response differences by mode are larger for sensitive and complicated questions. However, it is unknown what effect completion mode may have on HIV and AIDS survey research, which addresses particularly sensitive and stigmatized health issues.

Objectives: We seek to compare responses between self-selected Web and telephone respondents in terms of social desirability and item nonresponse in a national HIV and AIDS survey.

Methods: A survey of 2085 people in Canada aged 18 years and older was conducted to explore public knowledge, attitudes, and behaviors around HIV and AIDS in May 2011. Participants were recruited using random-digit dialing and could select to be interviewed on the telephone or self-complete through the Internet. For this paper, 15 questions considered to be either sensitive, stigma-related, or less-sensitive in nature were assessed to estimate associations between responses and mode of completion. Multivariate regression analyses were conducted for questions with significant ($P \leq 0.05$) bivariate differences in responses to adjust for sociodemographic factors. As survey mode was not randomly assigned, we created a propensity score variable and included it in our multivariate models to control for mode selection bias.

Results: A total of 81% of participants completed the questionnaire through the Internet, and 19% completed by telephone. Telephone respondents were older, reported less education, had lower incomes, and were more likely from the province of Quebec. Overall, 2 of 13 questions assessed for social desirability and 3 of 15 questions assessed for item nonresponse were significantly associated with choice of mode in the multivariate analysis. For social desirability, Web respondents were more likely than telephone respondents to report more than 1 sexual partner in the past year (fully adjusted odds ratio (OR)=3.65, 95% CI 1.80-7.42) and more likely to have donated to charity in the past year (OR=1.63, 95% CI 1.15-2.29). For item nonresponse, Web respondents were more likely than telephone respondents to have a missing or “don’t know” response when asked about: the disease they were most concerned about (OR=3.02, 95% CI 1.67-5.47); if they had ever been tested for HIV (OR=8.04, 95% CI 2.46-26.31); and when rating their level of comfort with shopping at grocery store if the owner was known to have HIV or AIDS (OR=3.11, 95% CI 1.47-6.63).

Conclusion: Sociodemographic differences existed between Web and telephone respondents, but for 23 of 28 questions considered in our analysis, there were no significant differences in responses by mode. For surveys with very sensitive health content, such
as HIV and AIDS, Web administration may be subject to less social desirability bias but may also have greater item nonresponse for certain questions.

(JMIR Public Health Surveill 2016;2(2):e37) doi:10.2196/publichealth.5184
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Introduction

Choosing a mode of data collection is one of the most important decisions that researchers make when designing a research survey. The choice of mode may be shaped by feasibility, cost, response rates, and potential for achieving a more representative sample. Currently, two of the most frequently used administration modes are telephone and Web [1,2]; the former is often interviewer-administered and the latter is usually self-administered. Often, telephone questionnaires have higher response rates and can also allow interviewers to clarify questions and motivate participants. However, telephone questionnaires can be relatively resource intensive and may have difficulty using visual aids [3,4]. By contrast, Web questionnaires are often less expensive and easier to implement but may be affected by lower response rates, item nonresponse, greater potential for fraud, and Internet accessibility issues that affect representativeness [3,5-7]. Given the compromises between modes, another option is a mixed-mode survey, which is administered using two or more data collection modes to allow participants an element of convenience and choice and to also compensate for the limitations of a single mode [1,2,8-10]. In each case, the choice of mode, or modes, may influence respondents’ answers, and accordingly, the conclusions that researchers can draw about a study population.

One recurring concern in the literature is the relationship between survey mode and the accuracy of the information provided by the respondent because survey mode may influence respondents’ willingness to answer certain questions at all, truthfully, or with socially desirable but inaccurate answers. Social desirability bias may be heightened in interviewer-administered telephone and face-to-face surveys but reduced in self-administered Web surveys [11,12]. Furthermore, although Web surveys typically have lower response rates than other modes of survey research, they can have lower item nonresponse rates as well, possibly because of the absence of interviewers whose characteristics can influence the kinds of attitudes and behaviors that people report [12-14]. In the context of mixed-mode surveys, these challenges can lead to inaccurate conclusions if researchers aggregate data that were collected through different modes [10], or if they compare results across multiple surveys that were collected by different modes [12]. In addition, if respondents are given the choice of mode, respondents may select a mode where the provision of socially desirable answers is more prevalent, or choose to not respond to certain questions, which may also prevent researchers from making accurate comparisons across subgroups [15,16].

The emergence of Web surveys has provided researchers with technology that creates new opportunities and challenges for addressing response bias. Accordingly, there has been much recent research on Web surveys and how mode effects may shape responses to survey questions [5,9,10,17-23]. Although most research shows that social desirability bias is lower in Web surveys compared with other modes [4,12,24], other work has shown no difference [25,26]. This suggests that Web surveys may reduce social desirability bias only under certain circumstances and potentially only with certain types of questions. Alternatively, as Internet use is increasingly ubiquitous in society, the literature may be starting to reflect the fact that Web surveys may no longer evoke differential responses from survey participants.

In particular, how willing respondents are to report personal, private, or sensitive matters in a survey setting can affect data quality [9,17,18,22,27,28]. In a recent meta-analysis of 10 experimental studies that looked at Web administration versus interviewer-administered modes for collecting potentially embarrassing information, the authors concluded that self-administration via the Web improved reporting accuracy for socially undesirable responses [18]. Similarly, recent findings from the British National Survey of Sexual Attitudes and Lifestyles compared computer-assisted personal interviews with self-interview modes and found that reporting of sensitive information was overall higher in the Web/self-administered survey mode [21]. This could make Web surveys the preferred mode for asking highly sensitive personal questions.

This body of research is encouraging for research fields that investigate potentially sensitive topics. HIV and AIDS–related research often addresses particularly sensitive issues, and avoiding sensitive questions is not possible in most HIV- or AIDS-related surveys. Given the sensitive content, it is likely that studies of HIV and AIDS face particularly strong challenges arising from reporting biases, including social desirability and item nonresponse biases. To our knowledge, no national population-based experimental studies have looked at response differences between telephone and Web questionnaires for extremely sensitive health content, such as HIV and AIDS. Therefore, in this area of health research, observational studies that do not randomize participants to a completion mode can provide a helpful foundation for which to further explore the issue of response bias by mode. Indeed, it may be advantageous for health researchers considering mixed-mode survey designs to learn whether their specific topic is prone to response bias by mode, even when that data are nonexperimental in nature, such as 2 recent observational studies that explored response biases for specific health issues [26,27]. Understanding the extent to which responses may differ and how they differ depending on mode is essential given the use of mixed-mode...
designs and for the comparability of studies on sensitive health topics that use different data collection modes.

A national HIV and AIDS survey was conducted among Canadians in 2011 to determine public knowledge, attitudes, and behaviors about HIV and AIDS. The survey used a mixed-mode data collection method, whereby participants selected whether they would prefer to complete the questionnaire by telephone or the Internet, which allows us to compare responses between (persons who chose) telephone and Web completion modes. We seek to determine whether the mode of questionnaire completion influences responses in terms of social desirability and missing data. To explore whether any observed associations vary by question type, we select different types of questions including potentially sensitive, stigma-related, and less-sensitive questions.

**Methods**

**Questionnaire Development**

The bilingual questionnaire was developed based on both literature reviews and the expertise of researchers and other professionals at the Canadian Institutes of Health Research (CIHR) Social Research Centre in HIV Prevention and the Canadian Foundation for AIDS Research. Questions were developed to resemble previous large-scale national HIV surveys for comparative purposes [29]. The final questionnaire contained sociodemographic items and questions about HIV and AIDS knowledge, attitudes, and behaviors (for more details, see [30]). Due to the study’s sensitive nature, the survey was pretested among a sample (n=100) and monitored for issues (none were identified). Ethics approval was obtained from the University of Toronto Ethics Review Board.

**Survey Administration**

The survey was conducted in English and French by The Strategic Counsel, a polling and market research firm, between May 5 and May 25, 2011 among individuals aged 16 years and older in all Canadian provinces and territories. Participants were selected using a 2-stage sampling design. In the first stage, participants were randomly sampled from the general population using a random-digit-dial that used both cellular and landline telephone numbers. Calls were managed by an interactive voice response system, with numbers retired from the system after 1 initial call and 3 unanswered callbacks. Once contacted, individuals entered basic sociodemographic information (age, gender, postal code) on their telephone keypads and were asked to participate in a survey at a later date. If the participant agreed, they were added to a panel of willing participants. For the second sampling stage, these panel participants comprised the sampling frame and were sampled directly (with stratification by region) and were contacted by a live interviewer who introduced the panel’s incentive scheme and invited participants to complete the questionnaire over the Internet or by telephone. The incentive scheme was used to exclude professional respondents and awarded participants with charity dollars (eg, option to donate to a charity of choice) and a ticket for a monthly raffle prize. The survey methodology is also described elsewhere [30-32]. The blended participation rate for the survey was 25%, with participation higher among those who completed the survey by telephone compared with those who did so through the Internet (31.1% and 18.4%, respectively). For this analysis, we exclude 16-17-year olds (n=54) because of their low Web-based completion (n=2).

**Measures**

A total of 15 questions were selected from the 85 questions on the questionnaire to test differences in responses and were categorized by question type (Table 1). This subset of questions was used to minimize the effect of multiple comparisons testing. We chose 5 sensitive and 5 stigma-related questions that we hypothesized might be affected by response biases. We also chose 5 relatively benign or less-sensitive questions as controls. We use the terms “sensitive,” “stigma-related,” and “less-sensitive” as descriptors for the question types to organize our approach and interpretation; however, study participants were not aware of these categories and will have uniquely interpreted the sensitivity of each question.

As outlined in Table 1, to study differences in social desirability, we tested 13 questions that were suitable for predicting a socially desirable response. Two of the questions were excluded from this analysis because we did not believe there was a “socially correct” response, and if a mode difference were to be found, it would be difficult to interpret the directionality of the difference with respect to social desirability bias. Most questions had binary (yes or no) or Likert scale responses, except for question 1 (HIV or AIDS testing), where answers were recoded as voluntary versus nonvoluntary/nontested (using the same definition as in [32]), and for question 3 (number of sexual partners), where answers were recoded as 1 versus greater than 1. To study differences in missing data (eg, item nonresponse), all 15 questions were used. For analytical purposes, responses were dichotomized: missing or not missing. Both the “do not know/not sure” and “prefer not to answer” responses were grouped with missing responses because they were coded as missing during data entry. Complete details about the questions, including the response keys, are available in the Web-based Multimedia Appendix 1.

Our independent variable of interest, mode of completion, is a binary variable generated from each respondent’s mode of questionnaire completion—web or telephone. Additional independent variables were self-reported sociodemographic items; these included age, gender, highest level of education attained, household income, sexual minority status, visible minority status, and Canadian region, all of which were treated as categorical variables in the analysis. Minority status was defined by the respondent indicating that they belonged to a “visible minority” group or a “sexual minority” group.
Table 1. An overview of the questions selected for analysis by question type and study objective (complete details about the questions are available in Web-based Multimedia Appendix 1).

<table>
<thead>
<tr>
<th>Question type</th>
<th>#</th>
<th>Question</th>
<th>Objective #1</th>
<th>Objective #2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sensitive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>Have you ever been tested for HIV or AIDS for any of the following reasons?</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>Have you ever had sex in your lifetime?</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>How many different partners have you had sexual intercourse with in the last 12 months?</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>Were any of these casual partners? In other words, were they someone that you are not in a regular or long-term relationship?</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>What is your annual household income from all sources before taxes?</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Stigma-related</strong></td>
<td></td>
<td>I could not become friends with someone who has HIV or AIDS (select level of agreement with statement)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>I feel afraid of people living with HIV or AIDS (select level of agreement with statement)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>People living with HIV or AIDS have the right to be sexually active (select level of agreement with statement)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>How comfortable or uncomfortable would you be with a close friend or family member dating someone with HIV or AIDS? (select level of comfort)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>How comfortable or uncomfortable would you be with shopping at a small neighborhood grocery store, if you found out that the owner had HIV or AIDS? (select level of comfort)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Less-sensitive</strong></td>
<td></td>
<td>Thinking about illnesses or diseases, what is the one illness or disease that concerns you the most? (open ended)</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>In the past year, did you actively seek out or look for information about HIV or AIDS?</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>Do you recall donating to any charitable or not-for-profit organization in the last year?</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>To what extent do you believe it is government’s responsibility to continue to fund HIV or AIDS research?</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>How knowledgeable would you say that you are about HIV or AIDS?</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>13</td>
<td></td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

aQuestion types are categories that are used to guide our analysis and may not be perceived this way by participants.
bWere only asked to those who were sexually active in the past 12 months.
cWere excluded from objective 1 because we did not believe there was a “socially correct” response.

Statistical Analyses

Analyses were performed with Stata IC v. 12 using its survey data analysis program. All reported results are weighted to represent the Canadian population in 2011 in terms of age, gender, and province or territory of residence. Standard errors were estimated using linearized or robust variance estimators, and 95% CIs are presented where appropriate. Descriptive statistics and bivariate associations with mode of completion were generated for all sociodemographic variables. Bivariate associations between mode of completion and the selected questions were generated using Pearson’s chi-square or Wald tests as appropriate.

Any significant bivariate associations observed were either deemed attributable to sample differences in the study population between the telephone and Web groups or to the completion mode itself. To address the first possibility, sample differences between mode groups, a multivariate analysis was conducted. Multivariate regression analyses were conducted for only those questions with significant differences (P ≤ 0.05) in responses or missing responses between telephone and Web administration modes. Separate regressions were run for each question: logistic regression was used for binary responses and linear regression for continuous responses. First, sociodemographic variables with significant bivariate associations (P ≤ 0.05) with mode of administration were included...
in the regression models as control variables. Second, to minimize the effect of mode selection bias on confounding our results, we use propensity score methodology, which was developed to approximate the analysis of observational (nonrandomized) data to that of randomized treatment assignment [33]. The propensity score balances systematic differences between the telephone and Web response groups so that observed sociodemographic covariates are similar between the 2 groups [33]. Therefore, the inclusion of the propensity score as a covariate in our multivariate analysis helps reduce bias that may be present as a result of respondents’ self-selection into telephone or Web response modes. We generated a propensity score using a logistic regression model in which mode of completion was regressed on all the observed sociodemographic characteristics in our study (age, gender, education, income, sexual minority, ethnic minority, and province of residence). An individual’s estimated propensity score is therefore the predicted probability of that individual choosing to complete their survey on the Internet. After the propensity score variable was generated, it was added as a covariate in our multivariate models, by simply including it as an independent variable in the model statement.

Respondents with any missing observations for covariates were excluded from the regression analysis, with the exception of missing household income values where an additional response category was generated to maintain sample size. All logistic regression models satisfied the Hosmer–Lemeshow test for goodness of fit ($F$-adjusted mean residual > .05) [34].

Results

Characteristics of the Study Population

In total, 2085 Canadians aged 18 years and older completed the questionnaire. Overall, the unweighted sample closely reflected the actual distribution of the 2011 Canadian population in terms of key demographic variables such as age, gender, and province or territory (Table 2). The study sample is more highly educated, however, than the general Canadian population. A total of 1690 participants (81.0%) completed the questionnaire through the Internet, and 395 (19.0%) completed by telephone. Table 3 presents the sociodemographic characteristics of the study sample by mode of questionnaire completion. Mode was significantly associated with most of the sociodemographic characteristics we considered, except for visible minority status. Compared with Web respondents, telephone respondents tended to be older ($P<.001$), were more likely to be female ($P=.05$), reported less education ($P<.001$), had lower household incomes ($P<.001$), and were more likely to live in the province of Quebec ($P<.001$). Those who self-identified as being a member of a sexual minority group were more likely to have chosen to complete the questionnaire through the Internet ($P=.004$).

Objective 1: Responses to Questions According to Mode of Completion

Responses for the 13 social desirability questions overall and by mode of questionnaire completion are presented in Table 4. Significant differences in responses were observed for 5 of the 13 questions. Among those who had been sexually active in the last 12 months, a significantly higher proportion of Web respondents (13.8%) than telephone respondents (4.3%) reported having more than 1 sexual partner in the last 12 months ($P<.001$). Web respondents reported a higher level of comfort with shopping at a small neighborhood grocery store where the owner was known to have HIV or AIDS (3.20 vs 2.92 for telephone respondents, $P<.001$). In response to whether survey participants agreed with the stigma-related statement “I feel afraid of people living with HIV and AIDS,” the overall mean level of agreement in the study population was low (2.53), which falls between “2—disagree” and “3—somewhat disagree.” Web respondents tended toward “disagree” (2.48), whereas telephone respondents tended toward “somewhat disagree” (2.74; $P=.021$). Web respondents also reported more charitable giving in the past year (86.5%) compared with telephone respondents (77.4%; $P<.001$) and greater self-reported knowledge of HIV or AIDS (4.56 vs 4.39 for telephone respondents, $P=.046$). The remaining 8 questions showed no statistically significant differences in responses between the Web and telephone respondents.

Objective 2: Missing Data According to Mode of Completion

Missing responses for the 15 questions overall and by mode of completion are summarized in Table 5. Overall, the frequency of missing data was low and ranged from 0.9% to 4.7% with the exception of 2 questions: annual household income (15.2% missing) and illness or disease that concerns you the most (9.8% missing). Mode did not affect refusing to report annual household income. Significant differences in missing responses were observed for 3 of the 12 questions. A missing or do not know response to whether the respondent had tested for HIV was significantly more likely in Web respondents (4.9%) than telephone respondents (0.7%; $P<.001$). Web respondents were also more likely to have a missing or do not know response when asked to rate their comfort level with shopping at a grocery store owned by someone who has HIV or AIDS (5.2% vs 2.7% for telephone respondents, $P=.041$) and when asked about what illness or disease concerns them the most (11.1% vs 4.3% for telephone respondents, $P<.001$). No significant differences in missing responses between the modes were observed for the remaining 12 questions.
### Table 2. Key variables from the 2011 general population in Canada, aged 18 years and older, compared with unweighted and weighted survey samples (n=2085).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Categories</th>
<th>Canadian Population(^a) %</th>
<th>Unweighted survey sample %</th>
<th>Weighted survey sample %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>11.5</td>
<td>10.1</td>
<td>12.1</td>
<td></td>
</tr>
<tr>
<td>25-39</td>
<td>24.4</td>
<td>26.7</td>
<td>25.0</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>18.8</td>
<td>16.9</td>
<td>16.8</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>18.8</td>
<td>19.5</td>
<td>19.2</td>
<td></td>
</tr>
<tr>
<td>60+</td>
<td>26.3</td>
<td>26.9</td>
<td>26.9</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>48.5</td>
<td>49.3</td>
<td>48.2</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>51.5</td>
<td>50.7</td>
<td>51.8</td>
<td></td>
</tr>
<tr>
<td><strong>Education(^b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>48.5</td>
<td>49.3</td>
<td>48.2</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>51.5</td>
<td>50.7</td>
<td>51.8</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>16.5</td>
<td>28.0</td>
<td>28.0</td>
<td></td>
</tr>
<tr>
<td>Grad or postgrad</td>
<td>9.4</td>
<td>17.3</td>
<td>17.2</td>
<td></td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>British Columbia</td>
<td>13.4</td>
<td>13.0</td>
<td>12.3</td>
<td></td>
</tr>
<tr>
<td>Alberta</td>
<td>10.6</td>
<td>10.1</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>3.0</td>
<td>3.7</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>Manitoba</td>
<td>3.5</td>
<td>3.9</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Ontario</td>
<td>38.3</td>
<td>36.8</td>
<td>38.3</td>
<td></td>
</tr>
<tr>
<td>Quebec</td>
<td>23.9</td>
<td>23.5</td>
<td>24.0</td>
<td></td>
</tr>
<tr>
<td>New Brunswick</td>
<td>2.3</td>
<td>2.0</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>2.8</td>
<td>4.1</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>1.6</td>
<td>1.3</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>Yukon</td>
<td>0.1</td>
<td>0.8</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Northwest</td>
<td>0.1</td>
<td>0.4</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Nunavut</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Based on 2011 census of Canada [35-37].

\(^b\)Education shown for age 25 years and older (n=1860), as the Canadian Census does not report highest level of education for less than 25 years.
Table 3. Sociodemographics of study population by mode of questionnaire completion.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Categories</th>
<th>Overall(^a) % (n=2085)</th>
<th>Web % (n=1690)</th>
<th>Telephone % (n=395)</th>
<th>P value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall (n=2085)</td>
<td></td>
<td>100</td>
<td>81.0</td>
<td>19.0</td>
<td></td>
</tr>
<tr>
<td>Age (n=2085)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td></td>
<td>12.1</td>
<td>13.1</td>
<td>7.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>25-39</td>
<td></td>
<td>25.0</td>
<td>28.0</td>
<td>12.3</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td></td>
<td>16.8</td>
<td>17.1</td>
<td>15.4</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td></td>
<td>19.2</td>
<td>18.7</td>
<td>21.5</td>
<td></td>
</tr>
<tr>
<td>60+</td>
<td></td>
<td>26.9</td>
<td>23.1</td>
<td>42.9</td>
<td></td>
</tr>
<tr>
<td>Gender (n=2085)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>48.2</td>
<td>49.3</td>
<td>43.8</td>
<td>.050</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>51.8</td>
<td>50.7</td>
<td>56.2</td>
<td></td>
</tr>
<tr>
<td>Education (n=2069)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤High school</td>
<td></td>
<td>20.8</td>
<td>14.3</td>
<td>48.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>College</td>
<td></td>
<td>31.9</td>
<td>32.5</td>
<td>29.3</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td></td>
<td>31.9</td>
<td>35.4</td>
<td>17.2</td>
<td></td>
</tr>
<tr>
<td>Grad or postgrad</td>
<td></td>
<td>15.5</td>
<td>17.8</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>Income (n=2085)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$40,000</td>
<td></td>
<td>23.3</td>
<td>19.6</td>
<td>39.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$40,000-$80,000</td>
<td></td>
<td>28.4</td>
<td>28.1</td>
<td>29.6</td>
<td></td>
</tr>
<tr>
<td>&gt;$80,000</td>
<td></td>
<td>33.2</td>
<td>37.8</td>
<td>13.7</td>
<td></td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td></td>
<td>15.2</td>
<td>14.6</td>
<td>17.7</td>
<td></td>
</tr>
<tr>
<td>Sexual minority (n=2038)</td>
<td></td>
<td>4.8</td>
<td>5.5</td>
<td>2.0</td>
<td>.004</td>
</tr>
<tr>
<td>Visible minority (n=2038)</td>
<td></td>
<td>7.7</td>
<td>7.5</td>
<td>8.6</td>
<td>.462</td>
</tr>
<tr>
<td>Region (n=2085)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td></td>
<td>29.1</td>
<td>30.6</td>
<td>22.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ontario</td>
<td></td>
<td>38.3</td>
<td>39.1</td>
<td>35.0</td>
<td></td>
</tr>
<tr>
<td>Quebec</td>
<td></td>
<td>24.0</td>
<td>21.6</td>
<td>34.1</td>
<td></td>
</tr>
<tr>
<td>East</td>
<td></td>
<td>7.4</td>
<td>7.3</td>
<td>8.1</td>
<td></td>
</tr>
<tr>
<td>Territories</td>
<td></td>
<td>1.3</td>
<td>1.5</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Overall % based on “n” from cross tabulation.

\(^b\)Pearson chi-square corrected for weighted data (design-based F).
<table>
<thead>
<tr>
<th>Question type</th>
<th>Question</th>
<th>Response or scale</th>
<th>Overall % or mean (standard error-SE)</th>
<th>Web % or mean (SE)</th>
<th>Telephone % or mean (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitive questions</td>
<td>Voluntary testing for HIV or AIDS (n=1997)</td>
<td>Yes</td>
<td>29.7</td>
<td>29.9</td>
<td>29.0</td>
<td>.739</td>
</tr>
<tr>
<td></td>
<td>Sexual activity in lifetime (n=2054)</td>
<td>Yes</td>
<td>96.7</td>
<td>96.6</td>
<td>96.9</td>
<td>.735</td>
</tr>
<tr>
<td></td>
<td>More than 1 sexual partner in last 12 months (n=1455)</td>
<td>Yes</td>
<td>12.4</td>
<td>13.8</td>
<td>4.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Casual sex partners in last 12 months (n=1461)</td>
<td>Yes</td>
<td>12.2</td>
<td>12.8</td>
<td>8.7</td>
<td>.089</td>
</tr>
<tr>
<td></td>
<td>Could not become friends with someone who has HIV or AIDS (n=2055)</td>
<td>1-7</td>
<td>1.93 (0.04)</td>
<td>1.91 (0.04)</td>
<td>2.04 (0.09)</td>
<td>.169</td>
</tr>
<tr>
<td></td>
<td>Afraid of people living with HIV or AIDS (n=2065)</td>
<td>1-7</td>
<td>2.53 (0.04)</td>
<td>2.48 (0.04)</td>
<td>2.74 (0.11)</td>
<td>.021</td>
</tr>
<tr>
<td></td>
<td>People with HIV or AIDS have the right to be sexually active (n=2005)</td>
<td>1-7</td>
<td>4.39 (0.05)</td>
<td>4.35 (0.05)</td>
<td>4.57 (0.11)</td>
<td>.084</td>
</tr>
<tr>
<td></td>
<td>Comfort with a close friend or family member dating someone with HIV or AIDS (n=2008)</td>
<td>1-4</td>
<td>2.37 (0.02)</td>
<td>2.37 (0.03)</td>
<td>2.38 (0.05)</td>
<td>.897</td>
</tr>
<tr>
<td></td>
<td>Comfort with shopping at small grocery store owned by someone who has HIV or AIDS (n=1987)</td>
<td>1-4</td>
<td>3.15 (0.02)</td>
<td>3.20 (0.02)</td>
<td>2.92 (0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less-sensitive questions</td>
<td>Actively seek information about HIV or AIDS (n=2061)</td>
<td>Yes</td>
<td>8.3</td>
<td>8.4</td>
<td>8.2</td>
<td>.919</td>
</tr>
<tr>
<td></td>
<td>Charitable giving in the past year (n=2049)</td>
<td>Yes</td>
<td>84.7</td>
<td>86.5</td>
<td>77.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Government responsibility to fund HIV or AIDS research (n=2053)</td>
<td>1-7</td>
<td>5.54 (0.04)</td>
<td>5.51 (0.04)</td>
<td>5.65 (0.09)</td>
<td>.136</td>
</tr>
<tr>
<td></td>
<td>Perceived HIV knowledge (n=2080)</td>
<td>1-7</td>
<td>4.52 (0.03)</td>
<td>4.56 (0.03)</td>
<td>4.39 (0.08)</td>
<td>.046</td>
</tr>
</tbody>
</table>

*a* 1-7 Likert scale; 1=completely disagree, 4=neither agree nor disagree, and 7=completely agree. 1-4 Likert scale; 1=very uncomfortable, and 4=very comfortable.  
*b* Overall % or mean based on “n” from cross tabulation.  
*c* Pearson chi-square (categorical variables) or Wald test (continuous variables) corrected for weighted data (design-based F).  
*d* These questions were only asked to those who were sexually active in the past 12 months.
Table 5. Objective 2 (item nonresponse): missing or do not knowa responses for questions by mode of questionnaire completion (n=2085, unless otherwise indicated).

<table>
<thead>
<tr>
<th>Question type</th>
<th>Question</th>
<th>Overallb %</th>
<th>Web %</th>
<th>Telephone %</th>
<th>P valuec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitive questions</td>
<td>Tested for HIV or AIDS</td>
<td>4.1</td>
<td>4.9</td>
<td>0.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Sexual activity in lifetime</td>
<td>3.4</td>
<td>3.6</td>
<td>2.3</td>
<td>.212</td>
</tr>
<tr>
<td></td>
<td>Number of sexual partners in last 12 monthsd</td>
<td>1.3</td>
<td>1.4</td>
<td>0.8</td>
<td>.476</td>
</tr>
<tr>
<td></td>
<td>Casual sex partners in last 12 monthsd</td>
<td>0.9</td>
<td>1.1</td>
<td>0.0</td>
<td>.127</td>
</tr>
<tr>
<td></td>
<td>Annual household income</td>
<td>15.2</td>
<td>14.6</td>
<td>17.7</td>
<td>.129</td>
</tr>
<tr>
<td>Stigma-related</td>
<td>Could not become friends with someone who has HIV or AIDS</td>
<td>1.4</td>
<td>1.7</td>
<td>0.5</td>
<td>.082</td>
</tr>
<tr>
<td>questions</td>
<td>Afraid of people living with HIV or AIDS</td>
<td>1.0</td>
<td>0.8</td>
<td>1.8</td>
<td>.061</td>
</tr>
<tr>
<td></td>
<td>People with HIV or AIDS have the right to be sexually active</td>
<td>3.8</td>
<td>3.7</td>
<td>4.3</td>
<td>.567</td>
</tr>
<tr>
<td></td>
<td>Comfort with a close friend or family member dating someone with HIV or AIDS</td>
<td>3.4</td>
<td>3.9</td>
<td>3.4</td>
<td>.678</td>
</tr>
<tr>
<td></td>
<td>Comfort with shopping at small grocery store owned by someone who has HIV or AIDS</td>
<td>4.7</td>
<td>5.2</td>
<td>2.7</td>
<td>.041</td>
</tr>
<tr>
<td>Less-sensitive</td>
<td>Illness or disease that concerns you the most</td>
<td>9.8</td>
<td>11.1</td>
<td>4.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>questions</td>
<td>Actively seek information about HIV or AIDS</td>
<td>1.1</td>
<td>1.3</td>
<td>0.3</td>
<td>.085</td>
</tr>
<tr>
<td></td>
<td>Charitable giving in the past year</td>
<td>1.7</td>
<td>1.9</td>
<td>1.0</td>
<td>.249</td>
</tr>
<tr>
<td></td>
<td>Government responsibility to fund HIV or AIDS research</td>
<td>1.5</td>
<td>1.6</td>
<td>1.0</td>
<td>.406</td>
</tr>
<tr>
<td></td>
<td>Perceived HIV knowledge</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>.983</td>
</tr>
</tbody>
</table>

aAll responses recategorized into binary variables: missing or do not know (yes) or other (no).
bOverall % based on “n” from cross tabulation.
cPearson chi-square corrected for weighted data (design-based F).
dThese questions were only asked to those who were sexually active in the past 12 months (n=1474).

Findings from the Multivariate Analysis

The 8 questions that exhibited significant associations with mode in the bivariate analysis were entered into separate regression models to control for potential confounding by differences between the online and telephone samples. Adjusted associations with mode of completion and these questions are shown in Table 6. After adjusting for sociodemographic differences between the Web and telephone groups, differences in responses remain for 5 of the 8 questions. When the propensity score is added as a covariate to adjust for mode selection bias, the significant differences remain. While the propensity score does not resolve unmeasured differences between the two groups, the fully adjusted estimates are controlled for any confounding due to observed systematic differences that predict choice of response mode. Web respondents had 3.65 greater odds of reporting more than one sexual partner in the last 12 months, compared to telephone respondents (sociodemographic and propensity score adjusted odds ratio (OR)=3.65, 95% CI 1.80-7.42). Those who completed online were also more likely than telephone respondents to report charitable giving in the past year (OR=1.63, 95% CI 1.15-2.29). In terms of item non-response, web respondents were significantly more likely to have a missing or “don’t know” response to questions about HIV testing (OR=8.04, 95% CI 2.46-26.31), comfort with shopping at small grocery store owned by someone who has HIV or AIDS (OR=3.11, 95% CI 1.47-6.63), and most concerning illness or disease (OR=3.02, 95% CI 1.67-5.47). After multivariate adjustment, the previously observed significant differences in responses between the modes for the other three questions did not persist. This suggests that the bivariate associations for these questions can be attributed to sociodemographic differences between the samples.
Table 6. Adjusted associations between mode of questionnaire completion (exposure) and 8 selected questions (outcomes; see Multimedia Appendix 2 on the Internet for full regression results).

<table>
<thead>
<tr>
<th>Question type and question</th>
<th>Mode</th>
<th>Sociodemographic adjusted\textsuperscript{b}</th>
<th>Sociodemographic\textsuperscript{b} and propensity score adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Odds ratio or β coefficient</td>
<td>95% CI</td>
<td>Odds ratio or β coefficient</td>
</tr>
<tr>
<td>Objective 1: social desirability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitive: More than 1 sexual partner in the last 12 months (n=1424)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>1.00</td>
<td>—</td>
<td>1.00</td>
</tr>
<tr>
<td>Web</td>
<td>3.76\textsuperscript{d}</td>
<td>(1.86-7.59)</td>
<td>3.65\textsuperscript{d}</td>
</tr>
<tr>
<td>Stigma-related: afraid of people living with HIV or AIDS (n=2008)\textsuperscript{c}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>0.00</td>
<td>—</td>
<td>0.00</td>
</tr>
<tr>
<td>Web</td>
<td>0.000</td>
<td>(−0.23-0.23)</td>
<td>0.019</td>
</tr>
<tr>
<td>Stigma-related: comfort with shopping at small grocery store owned by someone who has HIV or AIDS (n=1934)\textsuperscript{c}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>0.00</td>
<td>—</td>
<td>0.00</td>
</tr>
<tr>
<td>Web</td>
<td>0.087</td>
<td>(−0.34-0.21)</td>
<td>0.069</td>
</tr>
<tr>
<td>Less-sensitive: Charitable giving in the past year (n=1996)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>1.00</td>
<td>—</td>
<td>1.00</td>
</tr>
<tr>
<td>Web</td>
<td>1.61\textsuperscript{d}</td>
<td>(1.15-2.27)</td>
<td>1.63\textsuperscript{d}</td>
</tr>
<tr>
<td>Less-sensitive: perceived HIV knowledge (n=2022)\textsuperscript{c}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>0.00</td>
<td>—</td>
<td>0.00</td>
</tr>
<tr>
<td>Web</td>
<td>−0.049</td>
<td>(−0.22-0.12)</td>
<td>−0.057</td>
</tr>
<tr>
<td>Objective 2: Item Non-Response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitive: tested for HIV or AIDS (n=2027)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>1.00</td>
<td>—</td>
<td>1.00</td>
</tr>
<tr>
<td>Web</td>
<td>8.68\textsuperscript{d}</td>
<td>(2.63-28.67)</td>
<td>8.04\textsuperscript{d}</td>
</tr>
<tr>
<td>Stigma-related: comfort with shopping at small grocery store owned by someone who has HIV or AIDS (n=2027)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>0.00</td>
<td>—</td>
<td>0.00</td>
</tr>
<tr>
<td>Web</td>
<td>2.99\textsuperscript{d}</td>
<td>(1.41-6.32)</td>
<td>3.11\textsuperscript{d}</td>
</tr>
<tr>
<td>Less-sensitive: illness or disease that concerns you the most (n=2027)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>1.00</td>
<td>—</td>
<td>1.00</td>
</tr>
<tr>
<td>Web</td>
<td>3.01\textsuperscript{d}</td>
<td>(1.68-5.38)</td>
<td>3.02\textsuperscript{d}</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Separate logistic regression analyses were run for all questions except for continuous outcomes.

\textsuperscript{b}Adjusted for age, gender, education, household income, sexual minority status, and region.

\textsuperscript{c}Linear regression analysis.

\textsuperscript{d}Indicates statistical significance at the 95% confidence level.

**Discussion**

We sought to determine whether there are differences in social desirability and missing data between people who chose to complete an HIV- and AIDS-related questionnaire by telephone versus the Web. We anticipated that due to the sensitive and personal nature of some of the questions, we would see differences in responses between the telephone interviewer-administered questionnaire and the Web-based self-completed questionnaire. Although we saw large sociodemographic differences between completion modes, for most of the questions (23 of 28) we studied, there were no significant differences in responses by mode. Overall, 2 of 13 questions assessed for social desirability, and 3 of 15 questions assessed for item nonresponse were significantly associated with choice of mode in the multivariate analysis. However, despite finding few significant response differences, those we found were large in magnitude; ranging from 1.6- to 8-fold difference.
Participants were given a choice to complete the questionnaire through the Internet or by telephone. As expected, and similar to other mixed-mode studies that used a non-random method for selecting participants [17,27,38], we see large differences in sociodemographic characteristics between the Web and telephone groups. The telephone group was older and had a larger proportion of women. Similar to other Canadian studies, we also found that Internet respondents reported higher incomes and more education [27,38]. Other studies have found younger age, higher incomes, greater education, and race to be strongly associated with the Internet and email access [6,39-41]. Although we do not know whether that telephone respondents in our study have access to the Internet, our results are consistent with what these findings suggest about Internet access. The exception is that we found no difference in the proportion of visible minorities between the two modes; this finding may be unique to the Canadian population as compared with the American population, owing to more targeted social policies in Canada to expand Internet access and reduce the digital divide for disadvantaged and racialized groups [42].

We thought that sensitive and stigma-related questions might be differentially affected by social desirability between completion modes, but a pattern in responses by question type was not apparent. We saw some evidence of social desirability for sensitive questions, with telephone respondents reporting lower numbers to questions about sexual partners they had in the past year and in answering whether any of these sexual partners were casual partners. This is in line with previous research that has found that Web questionnaires are better at eliciting truthful responses to sensitive questions than telephone questionnaires [9,20,22,27,28]. However, only the question about number of sexual partners showed a statistically significant difference, a difference that remained after multivariate adjustment. This suggests that the social interaction with the interviewer may have resulted in respondents stating a lower number of sexual partners—a more socially appropriate response.

Four other questions that we tested for social desirability showed significant differences in responses by mode, but not in the anticipated direction. If social desirability was at play, telephone respondents would be expected to provide more tolerant responses about their attitudes toward people living with HIV and AIDS because these attitudes are more socially appropriate. However, we found that telephone respondents gave less tolerant responses than Web respondents when asked if they felt afraid of people living with HIV and AIDS and when rating their comfort level with shopping at a grocery store owned by someone who is HIV seropositive. Yet, these differences did not remain in the multivariate analysis and are therefore attributed to sample differences between mode groups. Similarly, telephone respondents reported less knowledge about HIV and AIDS and less charitable giving than Web respondents, which are considered socially undesirable responses, yet only, the difference in charitable giving persisted in the multivariate analysis. This result suggests that when reporting their charitable donations to a live interviewer, telephone respondents were not affected by social desirability and did not feel socially obligated to appear more charitable. Although we adjusted for income and education in our models, Web respondents may be different from telephone respondents in other important characteristics that could account for the counterintuitive result to this question, such as religious affiliation, awareness of need, altruism, and personal values, all of which are known motivators for charitable giving [43]. Another possible explanation is that some telephone respondents may fear that the live interviewer will ask them to donate to a charity at the end of the questionnaire if they appear charitable and therefore choose to answer “no” to avoid the perceived solicitation.

With respect to the missing data objective, we also saw no clear pattern of response differences between question types. Among the questions we considered, there was generally a greater frequency of item nonresponse to sensitive and stigmatizing questions and among the Web sample. One question from each category was found to have significant differences in item nonresponse between the telephone and Web groups, with a greater frequency of missing responses in the Web questionnaire. These differences also remained in the multivariate analysis, which suggests that they are attributable to the mode and not to sociodemographic differences between the samples. The greatest amount of item nonresponse was for annual household income (15.2%), with more nonresponse among telephone participants (17.7%) than Web participants (14.6%), although this difference was not statistically significant. Questions about income are well known to generate a large frequency of missing data in most surveys.

Our findings for item nonresponse are consistent with those of other experimental and observational studies that looked at missing data by mode and also found that Web questionnaires produced more missing data [9,27,44,45]. It is thought that telephone interviewers may inadvertently persuade respondents to answer, or that they may further explain or clarify questions. Some of these studies found that differences were particularly evident for complicated or difficult questions [9], although neither question that we saw differences for is considered difficult. Due to the nature of how the data were entered and coded, we are unable to distinguish between different types of missing data (eg, “do not know” responses vs not answered questions), and therefore, we cannot tell where “do not know” responses may be genuine answers. The concerning illness or disease question was an open-ended question, and this likely contributed to item nonresponse among the Web sample as typing was required, and no interviewer was present to prompt for a response. This is consistent with other studies that have also found increased missing data for open-ended questions on Web surveys [22,27]. In contrast, the HIV testing question provided response categories, but some respondents may not have known if they had ever been tested for HIV and legitimately selected the “do not know” response, which would have contributed to item nonresponse for this question.

Our study benefits from several strengths. We conducted a large national survey, and so, we anticipate that our results have fair generalizability to the Canadian population. Our sample was recruited from a respondent panel that was constructed using random-digit-dial, and this strengthens our ability to make causal inferences [46]. We also performed a multivariate regression analysis to control for sample differences between the telephone
and Web groups and included a propensity score that can help adjust for mode selection effects [10]. After accounting for sociodemographic disparities between the groups, it is more likely that any remaining differences in responses can be attributed to the mode of completion.

The results of our observational study should be considered along with its limitations. First, and most importantly, we did not randomize respondents to mode, and therefore, our estimates may be subject to selection bias. We attempted to control for the risk of selection bias by including a propensity score in our regression models. The inclusion of the propensity score neither changed the significance of our results from the sociodemographic-adjusted models nor did it greatly change their magnitude. This indicates that relatively little selection bias is present. Furthermore, the fact that our results persist in the face of the propensity score control would suggest that our results do describe the effect of survey mode on response patterns. However, there may be other unmeasured characteristics that we are unable to control for, such as differences in people’s experiences and opinions between the groups, and if these characteristics also affect mode selection, this could be confounding our results. Although, if these characteristics are unrelated to mode selection, they would only produce nondifferential misclassification, which would indicate our estimates are conservative. Furthermore, the regression model that generated the propensity score was limited to variables contained within our questionnaire, and as such, there may be variables that help explain why one chose a given survey mode that are missing from the model specification. The propensity score is therefore not a perfect predictor of mode selection, and there is some degree of misclassification as the probability of choosing a mode and actually choosing it are distinct constructs. In addition, because the sample size of telephone respondents was much smaller than the sample of Web respondents, the propensity score may not be able to adequately balance sociodemographic variables across the response groups. Second, the participation rate from the random-digit-dial panel was low, and more people who opted to complete by telephone finished the questionnaire (31.1%) than those who opted to complete through the Internet (18.4%).

Although this participation rate limits the external validity of our results, particularly for the Web sample, it is nevertheless consistent with response rates from similar surveys in Canada that report response rates between 14% and 28% [31,47]. Finally, beyond social desirability and missing data, we did not consider other potential ways that responses could differ between modes, such as nondifferentiation bias (eg, answering the same response across a series of items), acquiescence bias (eg, agreeing across questions), and avidity bias (eg, disproportionate representation of those interested or invested in the survey topic of HIV and AIDS), due to study scope and design of the questionnaire.

In summary, there has been considerable concern in the survey methodology literature about the use of Web questionnaires to conduct research. Primary concerns include low response rates, low representativeness, sampling issues, and the comparability of Web-collected data to data collected by other modes [6,44,46,48]. Although these are important concerns that are not fully addressed by our study, we have shown that in a nonrandomized mixed-mode survey for a particularly sensitive health topic, the differences between telephone- and Web-collected responses were minimal in terms of social desirability bias and item nonresponse. This is promising given that Web surveys are significantly cheaper and faster to implement. On the basis of our analysis in this nonrandomized study, we cautiously suggest a comparative strength of Web surveys is that they may provide more truthful results, particularly for questions about sexual behaviors. Although we did see more item nonresponse among the Web group overall, it was mostly nonsignificant and may be addressed through improved Web questionnaire design, such as using prompts that alert respondents if they attempt to move forward without completing a question [2,22].

Our results, although limited by the observational study design, may be important to consider in light of the increasing use of mixed-mode surveys that combine telephone and Web completion modes to reduce costs and increase validity and may help inform future experimental survey methods studies and population-based research in the area of HIV and AIDS.
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Abstract

Background: Late human immunodeficiency virus (HIV) diagnosis is common among sub-Saharan African migrants. To address their barriers to HIV testing uptake and improve timely HIV diagnoses and linkage to care, the outreach HIV testing intervention, “swab2know,” was developed. It combined a community-based approach with innovative testing methods: oral fluid self-sampling and the choice between Web-based HIV test result collections using a secured website or post-test counseling at a sexual health clinic. The sessions included an informational speech delivered by a physician of sub-Saharan African origin and testimonies by community members living with HIV.

Objectives: The objectives of this study were to evaluate the intervention’s acceptability among sub-Saharan African migrants and its potential to reach subgroups at higher risk for HIV infection and to identify facilitators and barriers for HIV testing uptake.

Methods: This mixed-method study combined qualitative (participant observations and informal interviews with testers and nontesters) and quantitative data (paper–pencil survey, laboratory data, and result collection files). Data were analyzed using a content analytical approach for qualitative and univariate analysis for quantitative data.

Results: A total of 10 testing sessions were organized in sub-Saharan African migrant community venues in the city of Antwerp, Belgium, between December 2012 and June 2013. Overall, 18.2% of all people present (N=780) underwent HIV testing; 29.8% of them tested for HIV for the first time, 22.3% did not have a general practitioner, and 21.5% reported 2 or more sexual partners (last 3 months). Overall, 56.3% of participants chose to collect their HIV test results via the protected website. In total, 78.9% collected their results. The qualitative analysis of 137 participant observation field notes showed that personal needs and Internet literacy determined the choice of result collection method. Generally, the oral fluid collection devices were well accepted mainly because sub-Saharan African migrants dislike blood taking. For some participants, the method raised concerns about HIV transmission via saliva. The combination of information sessions, testimonies, and oral fluid collection devices was perceived as effectively reducing thresholds to participation. Acceptability of the intervention differed between individual participants and settings. Acceptance was higher among women, in churches and settings where community leaders were engaged in HIV awareness raising. Higher preventive outcomes were observed in settings with lower acceptance. The presence of the intervention team visualized the magnitude of the HIV epidemic to the public and promoted HIV testing uptake at large, for example, those who declined indicated they would take up testing later.
Conclusions: When accompanied by tailored provision of information, outreach HIV testing interventions adopting a community-based approach and innovative methods such as Web-based result collection and oral fluid collection devices are acceptable and reduce thresholds for HIV testing uptake. The swab2know intervention was able to reach sub-Saharan African migrants at risk of HIV infection, and with limited access to regular HIV testing. Among non-testers, the intervention contributed to awareness raising and therefore has a place in a multipronged HIV test promotion strategy.

Methods

Intervention Methods: “Swab2know” Methodology

Between December 2012 and June 2013, 10 “swab2know” outreach VCT sessions were organized in self-selected community settings of the largest sub-Saharan African migrant communities residing in the city of Antwerp, that is, the Demographic Republic of Congo (DRC), Nigeria, Ghana, and Cameroon. Community settings included churches, bars, events, and information sessions of African organizations. More specifically, we visited a Cameroonian, Nigerian, and Ghanaian organization, an African Lesbian Gay Bisexual Transsexuals (LGBT), an African women organization, and a Congolese youth group. The intervention adopted a settings approach, for example, all people present in the community settings, sub-Saharan African migrants as well as people from other origins were invited to participate, except minors. The rationale behind this approach was that not only sub-Saharan African migrants at risk of HIV infection, and with limited access to regular HIV testing. Among non-testers, the intervention contributed to awareness raising and therefore has a place in a multipronged HIV test promotion strategy.
migrants are at risk for HIV but also their sexual partners regardless of their origin or migration status.

The “swab2know” sessions introduced an introduction of the testing offer by a medical doctor of sub-Saharan African origin and a testimony of a community member living with HIV. Interested participants received detailed explanation of the study procedures in a separate area. Participants who accepted to participate were asked to read and sign an informed consent form and to fill a short questionnaire. They self-collected an oral fluid sample through an Oracol collection device. Participants preferring to receive their HIV test result at the HIV or STI testing facility immediately got an appointment. Those choosing the secured website [27] were assisted in creating a personal account through which they could access their results. They received automated email reminders when their results were available. Before the study, community leaders had recommended not to communicate test results indicating an HIV diagnosis via the website. Following this advice, participants were informed that in case of reactive or invalid samples, they would receive a mobile phone call from the study nurse. All data items were linked with a unique code to guarantee confidentiality in handling the data. Within 7 days of collecting the sample, an HIV ELISA (Genscreen HIV-1/2 version 2 BioRad, Marnes-la-Coquette, France) was performed at the AIDS Reference Laboratory of the Institute of Tropical Medicine, according to a validated protocol for oral fluid specimens. This test gives a 100% (95% CI: 95.9-100) sensitivity and 97.6% (95% CI: 94.5-99.0) specificity [28] in established HIV-untreated individuals. In addition, the quality of the oral fluid samples was measured using the IgG ELISA quantification kit (Human IgG ELISA Immunology Consultants Laboratory, Inc., Portland, OR, USA). If the sample contained more than 3500 ng total IgG/mL, it was considered valid.

Approximately 1 week after participation, HIV test results were made available to the participants. As recommended by the community leaders, participants with a reactive HIV result received a mobile phone call from the study nurse inviting them for counseling at the STI and HIV testing center. During the posttest counseling session, it was explained that results indicative for an HIV infection required confirmation by a traditional blood test, which was strongly advised. Participants whose results were confirmed were referred to the AIDS Reference Clinic of the Institute of Tropical Medicine. Participants with a nonreactive sample who chose to collect their result via the secured website found the message as shown in Table 1.

Textbox 1. Website message delivered to participants with a nonreactive HIV test result for Web-based test result collection (available in Dutch, French, and English).

<table>
<thead>
<tr>
<th>Message</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Your saliva has not reacted to the test. We can conclude with high reliability that you are not infected with HIV. Please note that an HIV test does not give any information about the risk you may have had during the last three months. Furthermore, an oral fluid test is not officially recognized to diagnose an HIV infection.</td>
<td>If you don’t want to receive this email, please let us know by changing the settings of your account.</td>
</tr>
<tr>
<td>If you ran a sexual risk during the last three months it is better to have a combined HIV test performed on your blood (antibody and antigen determination). This will give a better (but not absolute) result for recent risks. After having had unsafe sexual contacts, it can be important to test for sexually transmitted infections. To discuss the necessity of such tests, you can contact your GP, an HIV specialized treatment center or Helpcenter. (<a href="http://www.helpcenteritg.be">www.helpcenteritg.be</a>)</td>
<td>If we send a test to you, you can collect the sample yourself and send it to ITM’s laboratory using the envelope provided. The procedure for obtaining your result will be the same.</td>
</tr>
<tr>
<td>When you have casual sex with different partners, it is recommended to have an HIV test every 3-6 months. We ‘d like to contact you by email or text message in 3-6 months, so you can order a test kit for a new oral fluid sample.</td>
<td>In case participants missed the initial appointment or failed to pick up the results from the website, the study nurse made up to 4 attempts to contact participants and encourage them to collect their results to ensure linkage to care. In case of reactive test results, up to 8 contact attempts were made.</td>
</tr>
</tbody>
</table>

Research Methods

This prospective interventional study used mixed methods to answer the research questions, capitalizing on each method’s strengths to obtain a nuanced understanding of the intervention’s potential to detect new HIV infections and to link participants to care.

Quantitative Methods

To identify participants’ characteristics, including their risk for an undiagnosed HIV infection, a brief self-reported 11-item questionnaire was used to assess sociodemographics, HIV testing and sexual behavior, and access to health care. Questionnaire data were linked to laboratory data and result collection records to identify facilitators of result collection and preferred communication method.

Quantitative data were analyzed using SPSS 22 software (IBM). A first descriptive analysis was performed on all variables and stratified by gender. In the second univariate analysis, Pearson chi-square was used according to variable properties to compare proportions and identify factors associated with preference in result collection methods and actual result collection. A significance level of 5% was applied.

Qualitative Methods

For an in-depth assessment of acceptability, facilitators, and barriers for participation, self-reported data were complemented with qualitative data from participant observations during 10 testing events. Two trained female social scientists, of Ugandan and Belgian origin, observed the 10 sessions and conducted informal interviews in English, French, or Dutch with 3 groups: testers, nontesters, and members of the intervention team. The
researchers mingled with the crowd during the informational speech to observe people’s verbal and nonverbal reactions. Through this approach, people with particular viewpoints were identified and approached for an informal interview [29] striving for maximum variation in the sample. We adopted an unstructured interview approach [30], probing for the following themes: (1) perception and acceptability of outreach VCT in sub-Saharan African migrant community settings, (2) motivations for declining or accepting the test offer, (3) perceptions of and/or experiences with the oral fluid collection devices, (4) perception and acceptability of HIV test result collection via a secured website or a low threshold HIV and STI testing center. During participant observation and after informal interviews, the researchers took jottings, which were assembled into field notes the day after the session. Field notes were uploaded in N-VIVO 10, coded using a data-driven codebook established by 2 independent researchers. Following inductive analysis principles [31], emerging themes and their relationships were identified. Text segments that were coded differently were discussed until consensus was reached. A second-order analysis identified participant clusters based on gender, age, nationality, and type of setting.

**Ethical Considerations**

The swab2know intervention was conceptualized and implemented in close collaboration with sub-Saharan African migrant community leaders. Ethical approval was obtained from the Institutional Review Board at the Institute of Tropical Medicine and the University Hospital in Antwerp.

**Results**

**Quantitative Findings**

**Characteristics, Settings, and Participants**

About 780 people were present in the selected venues and participated in the information session, and 142 (18.2%) underwent HIV testing. Table 1 summarizes participants’ characteristics and HIV test results.

**HIV Testing Results and Behavioral Characteristics**

The samples of 5 participants, all from men, were indicative of an HIV infection. About 29.8% of participants, more men than women, tested for the first time. An additional 44.1% reported that their last HIV test dated from more than 1 year ago, and 46.2% did not know their current HIV status. 22.3% had no GP, and 21.5% reported to have had 2 or more sexual partners during the last 3 months.

**Result Collection and Linkage to Care**

Of all participants, 56.3% chose to collect their results via the secured website, 43.7% opted for a consultation at the HIV and STI testing center. Participants who decided for Web-based result collection were more likely able to speak Dutch ($P=.003$) and came from settings with lower general acceptance of the intervention, as identified based on the qualitative data (see “Acceptability of Outreach HIV Testing in African Migrant Community Settings” section). We observed that at events and in bars, participants were more likely to opt for Web-based result collection, but this could not be confirmed statistically. The same was found for participants who already had tested before and those living abroad.

Overall, 78.9% of participants collected their HIV test result. Of those who opted for result collection at the testing facility, 85% collected their HIV test result, compared with 74% who chose the website. This difference was statistically not significant. Five participants who initially preferred to collect their results through the Internet came to the testing center because they failed to access the website. None of the associations with the variable result collection tested in the univariate analysis (as shown in Table 2) were statistically significant. Of the 5 participants with a reactive test result, 2 were confirmed HIV positive on blood, of which 1 was a new diagnosis and 1 was a patient already in medical follow-up. One test result was confirmed to be false positive on a blood sample. Two participants with a reactive result never showed up for confirmation testing. They were contacted by the study nurse and invited for counseling at the HIV and STI testing center. When they missed the first appointment, 8 additional attempts were made to contact them again, without success.
Table 1. Participants' characteristics and HIV test results, stratified by gender.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N:142 (%)</td>
<td>N:73 (%)</td>
<td>N:60 (%)</td>
</tr>
<tr>
<td><strong>Setting type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Church</td>
<td>32 (22.5%)</td>
<td>12 (16%)</td>
<td>15 (25%)</td>
</tr>
<tr>
<td>Event</td>
<td>42 (29.6%)</td>
<td>29 (40%)</td>
<td>13 (22%)</td>
</tr>
<tr>
<td>Bar</td>
<td>14 (9.9%)</td>
<td>12 (16%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Information session</td>
<td>53 (37.3%)</td>
<td>20 (27%)</td>
<td>32 (53%)</td>
</tr>
<tr>
<td><strong>Survey language</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>68 (47.9%)</td>
<td>29 (40%)</td>
<td>33 (55%)</td>
</tr>
<tr>
<td>French</td>
<td>50 (35.2%)</td>
<td>33 (45%)</td>
<td>14 (23%)</td>
</tr>
<tr>
<td>Dutch</td>
<td>24 (16.9%)</td>
<td>11 (22%)</td>
<td>13 (22%)</td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (range)</td>
<td>38.5 (17-73)</td>
<td>38.2 (17-60)</td>
<td>38.6 (18-73)</td>
</tr>
<tr>
<td>≤ 30</td>
<td>41 (29.3%)</td>
<td>20 (27%)</td>
<td>20 (33%)</td>
</tr>
<tr>
<td>31-40</td>
<td>41 (29.3%)</td>
<td>27 (37%)</td>
<td>12 (20%)</td>
</tr>
<tr>
<td>41-50</td>
<td>30 (21.4%)</td>
<td>11 (15%)</td>
<td>17 (28%)</td>
</tr>
<tr>
<td>≥ 51</td>
<td>28 (20.0%)</td>
<td>15 (21%)</td>
<td>11 (18%)</td>
</tr>
<tr>
<td><strong>Country of origin</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central Africa (DRC, Angola, Cameroon)</td>
<td>61 (43.0%)</td>
<td>40 (55%)</td>
<td>17 (28%)</td>
</tr>
<tr>
<td>East Africa (Burundi, Kenya, Somalia, Tanzania, Uganda, Rwanda, and Zambia)</td>
<td>10 (7.0%)</td>
<td>4 (5%)</td>
<td>6 (10%)</td>
</tr>
<tr>
<td>West Africa (Ivory coast, Ghana, Mali, Liberia, Nigeria, Senegal, Cape Verde)</td>
<td>51 (35.9%)</td>
<td>24 (33%)</td>
<td>22 (37%)</td>
</tr>
<tr>
<td>Southern Africa (South Africa)</td>
<td>2 (1.4%)</td>
<td>0 (0%)</td>
<td>2 (3%)</td>
</tr>
<tr>
<td>European (Belgium and France)</td>
<td>8 (5.6%)</td>
<td>3 (4%)</td>
<td>5 (8%)</td>
</tr>
<tr>
<td>Other (Curacao, Jamaica, Suriname, Guyana, and Morocco)</td>
<td>10 (7.0%)</td>
<td>2 (3%)</td>
<td>8 (13%)</td>
</tr>
<tr>
<td><strong>Country of residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>135 (95.1%)</td>
<td>70 (96%)</td>
<td>56 (93%)</td>
</tr>
<tr>
<td>Other (Netherlands, UK, France, Sweden, and Canada)</td>
<td>7 (4.9%)</td>
<td>3 (4%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td><strong>Access to primary care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has a general practitioner (GP)</td>
<td>108 (77.7%)</td>
<td>53 (76%)</td>
<td>48 (80%)</td>
</tr>
<tr>
<td>Does not have a GP</td>
<td>31 (22.3%)</td>
<td>17 (24%)</td>
<td>12 (20%)</td>
</tr>
<tr>
<td><strong>Sexual preference</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>109 (93.2%)</td>
<td>59 (92%)</td>
<td>50 (94%)</td>
</tr>
<tr>
<td>Gay, Lesbian, or bisexual</td>
<td>8 (6.8%)</td>
<td>5 (8%)</td>
<td>3 (6%)</td>
</tr>
<tr>
<td><strong>Number of sexual partners in last 3 months</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>29 (21.5%)</td>
<td>12 (17%)</td>
<td>13 (22%)</td>
</tr>
<tr>
<td>1</td>
<td>77 (57.0%)</td>
<td>40 (57%)</td>
<td>35 (59%)</td>
</tr>
<tr>
<td>2-6</td>
<td>29 (21.5%)</td>
<td>18 (26%)</td>
<td>11 (19%)</td>
</tr>
<tr>
<td><strong>Last HIV test</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 1 year ago</td>
<td>35 (26.1%)</td>
<td>21 (31%)</td>
<td>12 (21%)</td>
</tr>
<tr>
<td></td>
<td>Total&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-------------------</td>
<td>------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>N:142 (%)</td>
<td>N:73 (%)</td>
<td>N:60 (%)</td>
</tr>
<tr>
<td>Between 1 and 3 years ago</td>
<td>36 (26.9%)</td>
<td>15 (22%)</td>
<td>19 (33%)</td>
</tr>
<tr>
<td>More than 3 years ago</td>
<td>23 (17.2%)</td>
<td>10 (15%)</td>
<td>12 (21%)</td>
</tr>
<tr>
<td>Never tested</td>
<td>40 (29.8%)</td>
<td>22 (32%)</td>
<td>14 (25%)</td>
</tr>
<tr>
<td>Reported believed HIV status (questionnaire data)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-negative</td>
<td>70 (53.8%)</td>
<td>34 (52%)</td>
<td>33 (57%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>60 (46.2%)</td>
<td>32 (48%)</td>
<td>25 (43%)</td>
</tr>
<tr>
<td>Result oral fluid sample (laboratory data)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-negative</td>
<td>137 (96.5%)</td>
<td>68 (93%)</td>
<td>60 (100%)</td>
</tr>
<tr>
<td>Reactive</td>
<td>5 (3.5%)</td>
<td>5 (7%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

<sup>a</sup>For 9 participants, gender data are missing.
<sup>b</sup>Data missing of 3 participants.
<sup>c</sup>Data missing of 25 participants.
<sup>d</sup>Data missing of 7 participants.
<sup>e</sup>Data missing of 8 participants.
<sup>f</sup>Data missing of 12 participants.
Table 2. Comparison of participant and intervention characteristics for preferred HIV test result collection method and result collection (N=142).

<table>
<thead>
<tr>
<th>Collection method</th>
<th>Testing center</th>
<th>Secured website</th>
<th>P value</th>
<th>HIV test result collected</th>
<th>Yes</th>
<th>No</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N:62 (43.7%)</td>
<td>N:80 (56.3%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setting type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Church</td>
<td>16 (50%)</td>
<td>16 (50%)</td>
<td>.06</td>
<td></td>
<td>28  (87.5%)</td>
<td>4</td>
<td>(12.5%)</td>
</tr>
<tr>
<td>Event or bar</td>
<td>18 (32%)</td>
<td>39 (68%)</td>
<td></td>
<td></td>
<td>41  (72%)</td>
<td>16</td>
<td>(28%)</td>
</tr>
<tr>
<td>Information session</td>
<td>28 (53%)</td>
<td>25 (47%)</td>
<td></td>
<td></td>
<td>43  (81%)</td>
<td>10</td>
<td>(19%)</td>
</tr>
<tr>
<td>Acceptability in setting&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High acceptance</td>
<td>42 (52%)</td>
<td>39 (48%)</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td>67  (83%)</td>
<td>14</td>
<td>(17%)</td>
</tr>
<tr>
<td>Low acceptance</td>
<td>20 (33%)</td>
<td>41 (67%)</td>
<td></td>
<td></td>
<td>45  (74%)</td>
<td>16</td>
<td>(26%)</td>
</tr>
<tr>
<td>Survey language</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>34 (50%)</td>
<td>34 (50%)</td>
<td>.003&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td>56  (82%)</td>
<td>12</td>
<td>(18%)</td>
</tr>
<tr>
<td>French</td>
<td>25 (50%)</td>
<td>25 (50%)</td>
<td></td>
<td></td>
<td>40  (80%)</td>
<td>10</td>
<td>(20%)</td>
</tr>
<tr>
<td>Dutch</td>
<td>3 (12.5%)</td>
<td>21 (87.5%)</td>
<td></td>
<td></td>
<td>16  (67%)</td>
<td>8</td>
<td>(33%)</td>
</tr>
<tr>
<td>Result collection method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV and STI testing center</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>53  (85%)</td>
<td>9</td>
<td>(15%)</td>
</tr>
<tr>
<td>Secured website</td>
<td>59 (74%)</td>
<td>21 (26%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37 (51%)</td>
<td>36 (49%)</td>
<td>.10</td>
<td></td>
<td>56  (77%)</td>
<td>17</td>
<td>(23%)</td>
</tr>
<tr>
<td>Female</td>
<td>22 (37%)</td>
<td>38 (63%)</td>
<td></td>
<td></td>
<td>48  (80%)</td>
<td>12</td>
<td>(20%)</td>
</tr>
<tr>
<td>Age&lt;sup&gt;b&lt;/sup&gt;, years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 30</td>
<td>13 (32%)</td>
<td>28 (68%)</td>
<td>.17</td>
<td></td>
<td>27  (66%)</td>
<td>14</td>
<td>(34%)</td>
</tr>
<tr>
<td>31-40</td>
<td>23 (56%)</td>
<td>18 (44%)</td>
<td></td>
<td></td>
<td>37  (90%)</td>
<td>4</td>
<td>(10%)</td>
</tr>
<tr>
<td>41-50</td>
<td>13 (43%)</td>
<td>17 (57%)</td>
<td></td>
<td></td>
<td>24  (80%)</td>
<td>6</td>
<td>(20%)</td>
</tr>
<tr>
<td>≥ 51</td>
<td>13 (46%)</td>
<td>15 (54%)</td>
<td></td>
<td></td>
<td>22  (79%)</td>
<td>6</td>
<td>(21%)</td>
</tr>
<tr>
<td>Country of origin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central Africa</td>
<td>25 (41%)</td>
<td>36 (59%)</td>
<td>d</td>
<td></td>
<td>45  (74%)</td>
<td>16</td>
<td>(26%)</td>
</tr>
<tr>
<td>East Africa</td>
<td>4 (40%)</td>
<td>6 (60%)</td>
<td></td>
<td></td>
<td>7   (70%)</td>
<td>3</td>
<td>(30%)</td>
</tr>
<tr>
<td>West Africa</td>
<td>27 (53%)</td>
<td>24 (47%)</td>
<td></td>
<td></td>
<td>43  (84%)</td>
<td>8</td>
<td>(16%)</td>
</tr>
<tr>
<td>Southern Africa</td>
<td>0 (0%)</td>
<td>2 (100%)</td>
<td></td>
<td></td>
<td>2   (100%)</td>
<td>0</td>
<td>(0%)</td>
</tr>
<tr>
<td>Belgium and France</td>
<td>3 (37.5%)</td>
<td>5 (62.5%)</td>
<td></td>
<td></td>
<td>7   (87.5%)</td>
<td>1</td>
<td>(12.5%)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (20%)</td>
<td>7 (70%)</td>
<td></td>
<td></td>
<td>8   (80%)</td>
<td>2</td>
<td>(20%)</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>62 (45.9%)</td>
<td>73 (54.1%)</td>
<td>d</td>
<td></td>
<td>106 (78.5%)</td>
<td>29</td>
<td>(21.5%)</td>
</tr>
<tr>
<td>Abroad</td>
<td>0 (0%)</td>
<td>7 (100%)</td>
<td></td>
<td></td>
<td>6   (86%)</td>
<td>1</td>
<td>(14%)</td>
</tr>
<tr>
<td>General practitioner&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>13 (42%)</td>
<td>18 (58%)</td>
<td>.88</td>
<td></td>
<td>25  (81%)</td>
<td>6</td>
<td>(19%)</td>
</tr>
<tr>
<td>Yes</td>
<td>47 (43.5%)</td>
<td>61 (56.5%)</td>
<td></td>
<td></td>
<td>85  (78.7%)</td>
<td>23</td>
<td>(21.3%)</td>
</tr>
<tr>
<td>Sexual Preference&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>50 (46.7%)</td>
<td>57 (53.3%)</td>
<td>d</td>
<td></td>
<td>85  (80.1%)</td>
<td>21</td>
<td>(19.8%)</td>
</tr>
<tr>
<td>Gay, Lesbian, or bisexual</td>
<td>5 (62.5%)</td>
<td>3 (37.5%)</td>
<td></td>
<td></td>
<td>5   (62.5%)</td>
<td>3</td>
<td>(37.5%)</td>
</tr>
<tr>
<td>Number of partners&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Qualitative Findings

We collected a total of 137 field notes, 41 of informal interviews from testers who tested for HIV, 53 of nontesters, and 16 of people who were still undecided. In addition, 14 conversations were held with the intervention team, and 13 descriptive notes of observations were collected.

Acceptability of Outreach HIV Testing in African Migrant Community Settings

Based on the qualitative data, settings with high versus low acceptance for outreach HIV testing interventions emerged. Acceptance referred to people’s attitudes toward the intervention and its methods, that is, participants expressed appreciation, which did not necessarily translate into participation. In settings frequented by women and adults aged between 30 and 50 years, for example, churches and women’s organizations, acceptance was rather high. Other factors related to acceptance clearly emerging from the data were community ownership, prior HIV awareness, and the perceived appropriateness to test in such settings. Moreover, communities familiar with HIV prevention campaigns, such as the Congolese and the LGBT communities, and also those whose when leaders had sensitized their members in advance, accepted the intervention more easily than others.

The aforementioned quotes demonstrate the close link between general acceptance and the perceived appropriateness. Mixing HIV with cultural celebrations and parties was disapproved of, particularly when leaders failed to openly take ownership for the testing offer. Settings, where statements like “Go to the people who need it” were commonly heard, for instance, calling on “prostitutes and womanizers in need of HIV-testing,” were subsequently categorized as settings with lower acceptance. In such cases, members of the audience often did not perceive themselves as being at risk of HIV and therefore accepted outreach HIV testing to a lesser extent. Regardless of the confidential procedure, participants seemed to fear social control, due to closely knitted social networks: At the information evening of the Ghanaian association, a lady in her thirties told me:  

Someone can ask: “Oh, last time you went for testing, How was it?” Then you cannot tell lies all the time, you will have to tell them. If you went to the doctor privately, you can choose the time to share such news.

In settings with lower acceptance, however, prevention benefits seemed to be larger. This finding is supported through the laboratory data, as the 5 reactive cases were all found in the settings with lower acceptance. Many people at these settings also indicated that the information session and in particular, the testimony of a community member living with HIV had raised their awareness of HIV and changed their views about HIV testing. They often mentioned their intention to test later, for instance at their GP or asked concrete information about the HIV and STI testing center.

This event is a good day to test. It is a mixture of celebrations to remember the people who have passed away and those still living with HIV.

At a Nigerian cultural event, a man in his forties told me he could not understand why this special event had to be interrupted by an activity that has nothing to do with the festival (...) “The focus should be on the king and nothing else.

The focus should be on the king and nothing else.

The focus should be on the king and nothing else.
At the Nigerian cultural event, I approached a lady in her thirties. When I asked her thoughts about the testing offer, she answers: “Take that message to the people who need it.” (...) When the witness came back to her seat [after her testimony], I saw that she asked her for her business card (...) When I approached her again, she explained she would not test at that particular day but when she reaches home she would read more information on the website.

Facilitators and Barriers for Uptake of HIV-Testing

Participants expressed their motivation for testing often through statements like “it is good to know your status.” Participants said the team’s presence reminded them of the need to test and they felt encouraged by the informational speech and testimony. Participants also wanted to benefit of the opportunity to get a free test without having to visit a physician.

At a church, a man in his forties told me that they [the swab2know team] explained it well and it is a good occasion to test and know it. If you go for checkups, like headache or something else, there is no time for a test. He thinks it’s good that he doesn’t have to go to the hospital and waste more time there.

Only few participants referred to their previous testing behavior: either they never tested before, tested regularly, or they wanted to confirm previous test results. In some cases, peer and partner pressure were also at play:

At church, a woman in her thirties told me she was not going to test because she had given birth to all of her children in Belgium and “surely, if there was something wrong the doctors would have said it.” (...) A bit later the pastor’s wife joined our conversation and told her she was going to have a test. The first lady changed her mind and went along. Later she told me: “it feels good to test, it was good and simple.”

As this quote illustrates, people who declined referred to a previous test. However, probing showed that Africans often assumed they had been tested. Some participants believe that an HIV test is standard procedure with every blood analysis carried out, and because “the doctor never mentioned anything,” they were convinced to be HIV negative. Men also believed frequently to be HIV negative by association:

At the Cameroonian cultural event, a man in his thirties told me he sees no reason to test. (...) All his previous girlfriends have gone to marry and give birth.

Others declined the testing offer because they assessed their personal risk to be low, for instance, women, who were married or reported to use condoms consistently. Men made risk assessments of their partners:

Arriving at the Nigerian event, I started talking to a young boy aged 20-30 who is the photographer. He tells me that he has a “non-serious girlfriend” (...) When I ask him what he thinks of the testing offer he says: “I am only with my girlfriend, I don’t have to test.” When I ask him if he knows her HIV status, he says: “he virginized her” (...) “I am not a womanizer. There are lots of womanizers. Also I, myself, I can get a lot of women with this business, the girls come and show off in front of my camera (...) “No, I never tested, but I am sure I don’t have it. I trust my girl.”

Perception of Oral Fluid Collection Devices

Almost all testers said that the oral fluid collection devices were easy to use and painless. They welcomed them as a good alternative for blood samples:

The Ghanaian pastor in his forties told me that coming to church he was thinking about how they were going to take the blood and “drain us.” He thought they were going to take three bottles, a small and two big ones and in the end the result would be the same. He was happy with the “saliva” test, he said “new technology is good, because people don’t like blood taking.”

Clearly, the use of oral fluid collection devices had convinced many participants to test and as such lowered their thresholds for HIV testing. However, the method also raised misconceptions pertaining to HIV transmission modes, which needed to be addressed by the intervention team:

At the Nigerian cultural event a women in her thirties told me that she never would have guessed that now HIV can be found in saliva. “What’s next? Are we now going to find it in sweat or if we shake hands?” I told her that she can ask the doctor but HIV could not be transmitted through handshakes. She answered “My sister, don’t be too sure, it is also liquid like saliva.”

Web-Based Result Collection Versus Counseling at the HIV or STI Testing Center

The informal interviews also focused on the result collection method chosen and participants’ motives for their decision. Those who selected the website appreciated the convenience of not having to comply with the opening hours of the HIV and STI testing center. Some added “the website is okay, because I do not have anything.” Others said it was their incentive to test because it enabled participation of sub-Saharan African migrants living outside the Antwerp region.

Participants who chose for result collection via the testing center mostly referred to technical barriers in relation to the website, such as no Internet access, no email address, or low Internet skills. Interestingly, only few expressed the need for professional counseling:

At church, a man in his twenties told me that he wants his results from Helpcenter-ITG because “with the website you might not be able to understand it well, there might be miscommunication. It is good that they sit you down and explain to you what you have to do.”
Discussion

This study adopted mixed methods to assess the acceptability of outreach VCT, using oral fluid collection devices and offering Web-based result collection among a sample of sub-Saharan African migrants. Our findings show that when accompanied by tailored provision of information, these innovative methods are acceptable and are perceived to reduce thresholds for HIV testing uptake. Using a community-based participatory settings approach, we were able to reach migrants from high endemic regions, that is, 87.3% originated from sub-Saharan Africa. Almost 1 in 5 participants (ie, 18.2%) present at the respective settings participated. This is considerably more than in a previous intervention undertaken in comparable community settings, where only 8.7% of the people present gave a blood sample for HIV testing, and results were only available from the HIV and STI testing center [21]. The qualitative data showed that especially sampling via oral fluid collection devices reduced barriers to uptake because sub-Saharan African migrants dislike blood taking. Offering the choice between 2 result collection methods—via a secured website or STI or HIV testing facility—attracted participants with different needs. Although only 1 participant was successfully linked to HIV care, the intervention shows some potential to reach subgroups at increased risk for HIV and with reduced access to mainstream testing opportunities. Overall, 29.8% reported testing for HIV for the first time, 22.3% did not have a GP, and 21.5% reported 2 or more sexual partners in the last 3 months.

The mixed-method research approach of quantitative and ethnographic methods to assess acceptability resulted in in-depth knowledge of the facilitating and hindering factors, describing the complexity of the decision-making process for testing uptake. Uptake was highly dependent of leaders' ownership and perceived appropriateness of the event, as shown in similar initiatives [32]. Acceptance was highest in churches, underlining their potential for future outreach testing. Similar to others, we identified that HIV test result collection was better in church settings [33], confirming the influential role of religious leaders in HIV stigma reduction and HIV testing uptake. Although overall, more men than women participated—which can be explained by the male dominance in community settings—the qualitative data revealed that men were less accepting of the testing initiative and more reluctant to test. This is in line with UK research [34,35]. Motivating their refusal, especially men seem to make risk assessments based on assumptions of their current and previous partners and themselves. In addition, misconceptions about how HIV tests would be regularly performed by health care providers and transferability of the (ex-) partners’ test result were still prevailing. These qualitative findings have implications for HIV prevention, calling for a gender-specific approach and for addressing culturally grounded misconceptions. Comparable to similar research [36], we identified that sub-Saharan African migrants with poor protective behavior reported low perceived risk. This stresses the importance of qualitative and tailored provision of information accompanying outreach HIV testing.

Most testers in our study were opportunistic testers [26], motivated by their preexisting attitudes toward health and HIV testing. Those already convinced of the importance of regular testing perceived the noninvasive oral fluid collection devices as an additional incentive. Testimony given by community members living with HIV was able to motivate initially skeptical participants, which underlines the importance of involving people living with HIV in HIV prevention [26,37]. However, the qualitative data also demonstrated the effect of peer and partner pressure on decision taking, which may be typical for close-knitted communities. Compared with another outreach HIV testing project with delayed result communication among African Americans (46% among uninfected and 66% among infected participants; [25]), result collection was high (79%) in our study. Yet, from the perspective of linkage to care, the following considerations need to be made. Participants who opted for the website delivery of the HIV test results more often failed to pick up their results than participants who chose delivery at the testing center. Qualitative data identified lack of technical skills and access to the Internet as main barriers, indicating that communicating results only through a secured website are not yet advisable for this target group. Regardless of our efforts to assure linkage to care, we failed to follow-up 2 of 5 persons with a reactive test results. As late diagnosis and delayed presentation to care after HIV diagnosis are more common in the subgroup of sub-Saharan African migrants [38], decreasing anonymity in favor of collecting more person-identifying data should be debated. To increase participation, we opted to fully anonymize data. However, the qualitative data showed that the spatial limitation of certain settings, closely knitted social networks, and influence of social desirability and leaders undermine these efforts. In practice, anonymous participation can neither be fully guaranteed nor could it be identified as a decisive factor for HIV test uptake. Rather, confidentiality and reliability of the test results are priorities for sub-Saharan African migrants [39]. Indicating that collecting more person-identifying data to improve linkage to care would be acceptable.

This study has some methodological limitations: We relied partly on self-reported data; thus, participants may have given social desirable answers. Study participants were self-selected, which potentially introduced a bias. The qualitative data collection was carried out among a subsample of all intervention participants, and although we have tried to maximize their variation, this may also have influenced the outcome. Due to the practical constraints at the settings, we could not afford to ask detailed questions in the questionnaire. For instance, questionnaire data on sexual behavior did not include past and current preventive behaviors such as condom use. Finally, the study was limited to 10 outreach HIV testing sessions and included a small convenience sample; therefore, results cannot be generalized. Notwithstanding these limitations, the findings generate interesting implications for future community-based outreach HIV testing interventions among migrants.

Conclusion

This mixed-method evaluation of the “Swab2know” intervention targeting sub-Saharan African migrants yielded promising results. Such interventions need to be replicated and evaluated more rigorously before upscaling. The intervention was able to reach sub-Saharan African migrants and other migrants from...
high endemic regions at higher risk of HIV infection and with limited access to regular HIV testing: almost, a third tested for the first time, 21.5% reported having had 2 or more sexual partners in the last 3 months, and 22.3% reported not having a GP. The qualitative data demonstrated the additional prevention benefit of outreach VCT. Prevention outcome was high especially in settings with lower acceptance: for many participants, the presence of the intervention team visualized the magnitude of the HIV epidemic and promotes HIV testing uptake at large. The fact that many people indicated they would postpone testing to a later moment, for instance, with their GP, calls for a multipronged HIV test promotion strategy targeting communities and health care providers alike [40] to increase HIV testing uptake among vulnerable and diverse migrant communities.
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Abstract

Background: Survey satisficing occurs when participants respond to survey questions rapidly without carefully reading or comprehending them. Studies have demonstrated the occurrence of survey satisficing, which can degrade survey quality, particularly in longitudinal studies.

Objective: The aim of this study is to use a group-based trajectory analysis method to identify satisficers when similar survey questions were asked periodically in a long-standing cohort, and to examine factors associated with satisficing in the surveys having sensitive human immunodeficiency virus (HIV)-related behavioral questions.

Methods: Behavioral data were collected semiannually online at all four sites of the Multicenter AIDS Cohort Study (MACS) from October 2008 through March 2013. Based on the start and end times, and the word counts per variable, response speed (word counts per second) for each participant visit was calculated. Two-step group-based trajectory analyses of the response speed across 9 study visits were performed to identify potential satisficing. Generalized linear models with repeated measures were used to investigate the factors associated with satisficing on HIV-related behavioral surveys.

Results: Among the total 2138 male participants, the median baseline age was 51 years (interquartile range, 45-58); most of the participants were non-Hispanic white (62.72%, 1341/2138) and college graduates (46.59%, 996/2138), and half were HIV seropositive (50.00%, 1069/2138). A total of 543 men (25.40%, 543/2138) were considered potential satisficers with respect to their increased trajectory tendency of response speed. In the multivariate analysis, being 10 years older at the baseline visit increased the odds of satisficing by 44% (OR 1.44, 95% CI 1.27-1.62, P<.001). Compared with the non-Hispanic white participants, non-Hispanic black participants were 122% more likely to satisfice the HIV-related behavioral survey (OR 2.22, 95% CI 1.69-2.91, P<.001), and 99% more likely to do so for the other race/ethnicity group (OR 1.99, 95% CI 1.39-2.83, P<.001). Participants with a high school degree or less were 67% more likely to satisfice the survey (OR 1.67, 95% CI 1.26-2.21, P<.001) compared with those with a college degree. Having more than one sex partner and using more than one recreational drug reduced the odds of satisficing by 24% (OR 0.76, 95% CI 0.61-0.94, P=.013) and 28% (OR 0.72, 95% CI 0.55-0.93, P=.013), respectively. No statistically significant association of HIV serostatus with satisficing was observed.

Conclusions: Using a group-based trajectory analysis method, we could identify consistent satisficing on HIV-related behavioral surveys among participants in the MACS, which was associated with being older, being non-white, and having a lower education
level; however, there was no significant difference by HIV serostatus. Methods to minimize satisficing using longitudinal survey data are warranted.

**Introduction**

Surveys have been widely used to collect data and provide important information for a wide variety of fields, including medical research [1]. However, the growing popularity of surveys to answer questions has led to a tendency to overlook the fact that surveys can involve many technical problems that can affect the accuracy and consistency of the data collected [2].

Satisficing is a particularly important and complicated issue for survey design that involves various psychological factors and attitude measurements. In an optimized survey administration, respondents will fully engage in four steps (1) interpreting the question; (2) searching memory for relevant information; (3) integrating information into summary judgment; and (4) reporting judgment [3-8]. The opposite of survey optimizing is satisficing, whereby a person engages in steps 2 or 3 half-heartedly or even skips steps 2 or 3 [3]. To be more specific, survey satisficing occurs when participants complete the questions rapidly without reading or comprehending them [8], or as described by Krosnick [9], it is the tendency of respondents to provide satisfactory but not optimal answers in order to reduce their effort. Garland et al [10] have shown with an interesting example that the survey responses containing both true answers and satisficed answers demonstrated divergent results. Therefore, learning about the presence and patterns of satisficing will help us design better surveys to maximize the quality of the responses received [11].

In 1991, Krosnick [9] built up a fundamental theory of satisficing, which has been widely referred. In his theory, he categorized satisficing into weak and strong satisficing, and he listed response strategies that were highly likely to cause satisficing and conditions that would foster satisficing. Depending on the format and features of the survey questions and response options, Vannette and Krosnick [12] categorized reasons for respondents’ satisficing into four responses, saying “don’t know” when they do know or could know, “acknowledgement” (ie, agreeing with statements with which they might actually disagree), “response order effects”, (ie, respondents may be inclined to settle for the first plausible response option they identify when they are offered nominal or ordinal response choices), and “nondifferentiation in using rating scales” (ie, so-called straightlining when more thought might lead to different answers for different statements) [12]. In addition, Vannette provided a solution to design a survey to make it more difficult for respondents to engage in satisficing [13]. Four satisficing metrics have been used by Barge and Gehlbach [14] to demonstrate the measurable effect on survey results, which included “early termination”, “nondifferentiation”; “skipping items”, and “rushing”. An internal study performed by the technical staff at SurveyMonkey showed that a higher number of questions on a survey was highly correlated with faster speed answering each question, decreasing the validity of the data [15]. Kapelner and Chandler [16] suggested two treatments to prevent satisficing in online surveys: “timing control” (ie, featuring a disabled continue button for the duration of the waiting period) and “Kapcha” (ie, having a waiting period and attempting to attract the attention of respondents by sequentially “fading in” each word in the question’s directions, its prompt, and its answer choices). Daniel [8] found that questions toward the end of long surveys were more likely to attract a satisficing response, and one strategy to minimize this effect was to randomize question order without considering other effects of question order. Holbrook et al [17] linked response heaping (also referred to as “rounding” and “digit preference”) to satisficing.

Satisficing identification methods have been developed based on examining the occurrence of such “suspicious” response strategies highly associated with satisficing that Krosnick [9] listed, such as “don’t know”, “acknowledgement”, and “straightlining” [12] under the assumption that more such behaviors indicate more satisficing and lower response quality. Oppenheimer et al [18] developed a methodological tool, termed “instructional manipulation check”, which provided an indirect measure of satisficing by measuring whether or not participants read the instructions. Garland et al [10] proposed a Bayesian inference approach that examined survey responses in quantitative form to recognize a “normal” pattern of results. Turner et al [19] recommended using response latencies to assess whether the respondents minimized their cognitive costs.

However, all of these reported satisficing theories, findings, and indicators used for satisficing identification focus on a single survey. For a longitudinal study in which surveys with similar sensitive questions are performed periodically, the reasons for respondents’ satisficing are more complicated. It is highly possible that participants in a longitudinal study become more familiar with the structure and response pattern of the survey questionnaire after several visits, and satisficing may occur due to this learning pattern compounded by participants’ lack of patience with carefully reading questions. Such a problem has been reported in a previous study [20], where many respondents complained that they were asked repeatedly to report detailed information that did not frequently change. Therefore, new measurable parameter(s) used to identify satisficing on multiple-visit surveys need to be investigated in a longitudinal study.

Literature has shown that under limited time conditions, as reading speed increases, the comprehension and recognition of important and unimportant information from a text subsequently deteriorates [21-24]. Moreover, for a survey questionnaire, it is...
more important to study the response speeding (ie, giving answers really quickly). Response speeding has been proven to be associated with “suspicious” response strategies, so that can be considered a parameter for satisficing identification. As pointed out by Krosnick [9], the longer an interview has been under way, the lower the respondent’s motivation to optimize and the more likely satisficing were to flourish. The “rushing” metrics Barge and Gehlbach [14] mentioned were essentially capturing faster response speed. Zhang and Conrad [25] suggested speeding was positively related to straightlining. Malhotra [26] found that speeding made respondents more likely to choose the options presented earlier regardless of the content. Conrad et al [27] observed an association between speeding and straightlining across a relatively small set of items. Wells et al [28] found that respondents who engage more in speeding were less likely to choose “other” and to elaborate on their answers. Bathelt and Bauknecht [29] compared computer-assisted personal interviewing (CAPI) and computer-assisted telephone interviewing (CATI) interviews with respect to the effect of speeding on satisficing and discovered that speeding was positively associated with satisficing in CAPI.

As pointed out by Zhang and Conrad [25], speeding in surveys is not only associated with “faster” responses, but the responses are also given faster than an appropriate speed threshold that was set low enough to capture answers that are unreasonably fast. However, this threshold is usually calculated based on a single survey questionnaire [14,25], which ignores the variation of survey questionnaires across visit times in a survey-based longitudinal study. Thus, using a universal threshold to identify speeding might not be appropriate in a longitudinal study.

During a Multicenter AIDS Cohort Study (MACS) semiannual visit, study participants are asked to complete an audio computer-assisted self-interviewing (ACASI) behavioral survey. Based on the study by Tourangeau and Yan [30], survey questions about illicit drug use and sexual behaviors are considered sensitive and tend to produce poor data quality. As an ongoing longitudinal study of 30 years targeting the cohort of homosexual men with human immunodeficiency virus (HIV) infection and with major involvement of sensitive questions about illicit drug use, sexual behaviors, and income, it is unclear whether or not satisficing has occurred with the MACS ACASI survey data over visit times, which can decrease response quality. Therefore, this current study aims to (1) plot the grouped trajectory of the MACS participants’ response speeds with visit times; (2) identify the MACS ACASI survey satisficers based on the trajectory analysis results of the longitudinal data; and (3) investigate the factors associated with satisficing in the MACS surveys having HIV-related highly sensitive questions.

**Methods**

**Recruitment**

The MACS is an ongoing prospective study of the natural and treated histories of HIV infection among men who have sex with men in the United States. A total of 6972 men were recruited (4954 in 1984-1985, 668 in 1987-1991, and 1350 in 2001-2003) at four centers located in Baltimore, MD/Washington, DC, Chicago, IL, Los Angeles, CA, and Pittsburgh, PA. The study design of the MACS has been described in detail previously [31,32], and only methods relevant to the current study are presented here. All MACS questionnaires are available on the MACS website [33]. The MACS study protocols were approved by the institutional review boards of each of the participating sites, their community partners, and community advisory boards, and informed consent was obtained from all participants. MACS participants return every 6 months for detailed interviews (ie, an ACASI survey), physical examinations, and collection of blood for laboratory testing and storage in a central repository.

In this study, we collected behavioral survey data via ACASI at all four MACS sites across 9 visits (ie, MACS visits 50-58) from October 1, 2008 to March 31, 2013. The survey had 7 sections including approximately 200 questions (since visit 56 from October 1, 2011, a short questionnaire with approximately 30 fewer questions was used) related to participant’s socio-demographics, illicit drug use, alcohol and cigarettes use, sexual activity, quality of life, pre-exposure or post-exposure prophylaxis, and sexual health since the previous visit.

**Measures**

For each participant visit, the total survey time was calculated as the difference between the start and end times collected automatically by the computer system during the ACASI survey, and the total number of words of responded variables were counted. Some questions could be skipped logically depending on the responses to the previous question(s). For example, when a respondent answered “no” to the question “have you engaged in any sexual activities involving another person since your last visit”, the following 50 or more questions about sexual activity would be skipped. Unskipped questions could not be ignored; that is, participants had to give a response to an unskipped question before proceeding to the next one.

The primary outcome of interest was the response speed, which was calculated with the following formula:

\[
\text{Response Speed} = \frac{N}{T}
\]

where \(T\) is the total survey time (in seconds) and \(N\) is the total number of word counts of a responded variable. Note that the speed was calculated based on word count of a “variable” instead of word counts of a “question” because some survey question(s) corresponded to more than one variable.

Socio-demographics including race/ethnicity (non-Hispanic white, non-Hispanic black, or others), age at baseline visit (ie, visit 50), education level (less than a college degree, college degree, or higher than a college degree), HIV serostatus (HIV+ or HIV-), sexual activity (ie, had no sex since last visit, had one sexual partner since last visit, or had more than one sexual partner since last visit), and recreational drug use (ie, not used any illicit drug since last visit, used only one kind of illicit drug since last visit, used more than one kind of illicit drug since last visit) were studied to explore the factors associated with satisficing.

**Statistical Analysis**

Group-based trajectory analyses [34] modeling the participant’s response speed across the 9 study visits were performed to...
define participants’ survey satisficing status. The model selection for the trajectory analysis was based on the largest negative Bayesian information criteria [35]. Based on the trajectory analysis results, a participant’s survey satisficing status (ie, satisficing or nonsatisficing) was defined. That is, the participants grouped with an increasing tendency of the response speed across the 9 visits via the trajectory analyses were considered satisficers. Univariate and multivariate generalized linear models with repeated measures were run to examine the associations of socio-demographic characteristics with survey satisficing. The iterative fitting algorithm was used for repeated measures in modeling to avoid the violation of the assumption of independence due to the multiple visits of the same participants. Statistical significance was evaluated at the .05 level, and ORs and 95% CIs were calculated. All analyses were performed using SAS version 9.3 (SAS Institute, Inc., Cary, NC, USA).

Results

Identification of Satisficers

There were a total of 14,722 participant visits from visits 50 to 58. After the exclusion of 14 participant visits without a start time, 1887 visits missing end times, and another 34 visits with illogical times recorded (eg, start time was 9:00 pm and the end time was 10:00 am), the study sample was composed of 12,787 participant visits contributed by 2138 MACS participants. The results of two-step trajectory analyses of the participants’ response speed across 9 MACS visits are plotted in Figures 1 and 2. The group-based analysis among the total of 2138 MACS participants yielded a solution that identified three groups (see Figure 1): (1) a group whose speed was approximately 6 words per second and had a decreased tendency with time (group 3; 13.14% of the cohort, 281/2138); (2) a group with a speed of approximately 4 words per second (group 2; 49.01% of the cohort, 1048/2138) showing a decreased and then constant pattern, and (3) a group whose speed of approximately 2 words per second seemed constant for the first 7 visits and then slightly increased across the recent 3 visits (group 1; 37.84% of the cohort, 809/2138). Although for group 3 response speed appeared to increase from visit 50 to visit 52, we did not consider them to be satisficing because the trajectory showed an overall decreasing pattern.

Because only group 1 showed a pattern with increased response speed during recent visits, the survey satisficers most likely existed in group 1. To observe more clear patterns, further trajectory analyses were conducted in group 1. The results of second-step trajectory analyses are plotted in Figure 2, in which three subgroups were identified. Subgroup III (32.88% of group 1, 266/809) had a nearly constant speed; subgroup I (4.33% of group 1, 35/809) revealed a dramatically increasing trajectory in response speed; and subgroup II (62.79% of group 1, 508/809) showed a decreasing pattern up to visit 56 and an accelerated speed after visit 56. Due to the accelerated response speed across the recent visits, participants in subgroups I and II were both identified as satisficers. Therefore, among the 2138 participants, 543 (25.40%, 543/2138) were identified as satisficers, and the remaining 1595 (74.60%, 1595/2138) were nonsatisficers.

Figure 1. First-step trajectory analysis of response speed (word counts per second) across 9 MACS visits among the total 2138 MACS participants.
Characteristics of the Study Population by Satisficing Status

Among the total 2138 participants, the median age at baseline visit was 51 years; most were non-Hispanic white (62.72%, 1341/2138) and college graduates (46.59%, 996/2138), half were HIV seropositive (50.00%, 1069/2138), and 543 (25.40%, 543/2138) were identified as survey satisficers (Table 1). Among the 543 satisficers, 49.36% (268/543) were non-Hispanic white, 35.73% (194/543) non-Hispanic black, 54.70% (297/543) HIV seropositive, and 73.30% (398/543) had a college degree or higher. Among the 1595 nonsatisficers, 67.27% (1073/1595) were non-Hispanic white, 21.25% (339/1595) non-Hispanic black, 48.40% (772/1595) HIV seropositive, and 85.08% (1357/1595) had a college degree or higher.

Table 1. Characteristics of the study population by satisficing status.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Nonsatisficer</th>
<th>Satisficer</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>1595 (74.60)</td>
<td>543 (25.40)</td>
<td>2138 (100.00)</td>
</tr>
<tr>
<td>Baseline age in years, median (IQR&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>51 (45, 57)</td>
<td>52 (45, 59)</td>
<td>51 (45, 58)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1073 (67.27)</td>
<td>268 (49.36)</td>
<td>1341 (62.72)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>339 (21.25)</td>
<td>194 (35.73)</td>
<td>533 (24.93)</td>
</tr>
<tr>
<td>Other</td>
<td>183 (11.47)</td>
<td>81 (14.92)</td>
<td>264 (12.35)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than college</td>
<td>238 (14.92)</td>
<td>145 (26.70)</td>
<td>383 (17.91)</td>
</tr>
<tr>
<td>College</td>
<td>756 (47.40)</td>
<td>240 (44.20)</td>
<td>996 (46.59)</td>
</tr>
<tr>
<td>Higher than college</td>
<td>601 (37.68)</td>
<td>158 (29.10)</td>
<td>759 (35.50)</td>
</tr>
<tr>
<td>HIV&lt;sup&gt;b&lt;/sup&gt; serostatus</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>823 (51.60)</td>
<td>246 (45.30)</td>
<td>1069 (50.00)</td>
</tr>
<tr>
<td>Positive</td>
<td>772 (48.40)</td>
<td>297 (54.70)</td>
<td>1069 (50.00)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.

<sup>b</sup>HIV: human immunodeficiency virus.

Factors Associated With Satisficing

In the univariate analysis, age at baseline visit, race/ethnicity, education, sexual activity, and drug use were statistically significantly associated with satisficing (Table 2). In particular, with a 10-year increase of baseline age, the odds of satisficing increased by 16% (OR 1.16, 95% CI 1.05-1.29, P<.001). Non-Hispanic black men and those of other race/ethnicity groups were 117% (OR 2.17, 95% CI 1.71-2.76, P<.001) and 60% (OR 1.60, 95% CI 1.16-2.20, P<.001) more likely to satisfice the survey, respectively, compared with non-Hispanic white participants. Compared with those with a college degree, the odds of satisficing were 29% lower (OR 0.71, 95% CI 0.61-0.83, P<.001) for participants with a high school degree or less and 15% lower (OR 0.85, 95% CI 0.74-0.98, P=.02) for those with a graduate degree. Compared with those without sexual activity,
having one sex partner decreased the odds of satisficing by 26% (OR 0.74, 95% CI 0.61-0.91, \( P < .001 \)), and having more than one sex partner decreased the odds by 40% (OR 0.60, 95% CI 0.49-0.73, \( P < .001 \)). Last, the odds of satisficing were 35% lower for participants who used more than one recreational drug (OR 0.65, 95% CI 0.51-0.83, \( P < .001 \)) than those without drug use. No statistically significant association of HIV serostatus with satisficing was observed.

<table>
<thead>
<tr>
<th>Socio-demographics</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Univariate model</td>
<td></td>
<td>Multivariate model</td>
</tr>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>( P )</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td><strong>Baseline age, 10-year increase</strong></td>
<td>1.16 (1.05-1.29)</td>
<td>.004</td>
<td>1.44 (1.27-1.62)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1 (Reference)</td>
<td></td>
<td>1 (Reference)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>2.17 (1.71-2.76)</td>
<td>&lt;.001</td>
<td>2.22 (1.69-2.91)</td>
</tr>
<tr>
<td>Other</td>
<td>1.60 (1.16-2.20)</td>
<td>.004</td>
<td>1.99 (1.39-2.83)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than a college degree</td>
<td>0.71 (0.61-0.83)</td>
<td>&lt;.001</td>
<td>1.67 (1.26-2.21)</td>
</tr>
<tr>
<td>College degree</td>
<td>1 (Reference)</td>
<td></td>
<td>1 (Reference)</td>
</tr>
<tr>
<td>Higher than a college degree</td>
<td>0.85 (0.74-0.98)</td>
<td>.02</td>
<td>0.83 (0.65-1.07)</td>
</tr>
<tr>
<td><strong>HIV(^a) serostatus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>1 (Reference)</td>
<td></td>
<td>1 (Reference)</td>
</tr>
<tr>
<td>Positive</td>
<td>1.23 (0.99-1.52)</td>
<td>.054</td>
<td>1.13 (0.90-1.42)</td>
</tr>
<tr>
<td><strong>Sexual activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No sexual activity</td>
<td>1 (Reference)</td>
<td></td>
<td>1 (Reference)</td>
</tr>
<tr>
<td>Had one sex partner</td>
<td>0.74 (0.61-0.91)</td>
<td>.004</td>
<td>0.85 (0.69-1.05)</td>
</tr>
<tr>
<td>Had more than one partner</td>
<td>0.60 (0.49-0.73)</td>
<td>&lt;.001</td>
<td>0.76 (0.61-0.94)</td>
</tr>
<tr>
<td><strong>Recreational drug use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No drug use</td>
<td>1 (Reference)</td>
<td></td>
<td>1 (Reference)</td>
</tr>
<tr>
<td>Used only one drug</td>
<td>0.92 (0.76-1.12)</td>
<td>.42</td>
<td>1.02 (0.84-1.25)</td>
</tr>
<tr>
<td>Used more than one drug</td>
<td>0.65 (0.51-0.83)</td>
<td>&lt;.001</td>
<td>0.72 (0.55-0.93)</td>
</tr>
</tbody>
</table>

\( \text{aHIV: human immunodeficiency virus.} \)

After considering all socio-demographic factors in a model (Table 2), a 10-year increase of baseline age increased the odds of satisficing by 44% (OR 1.44, 95% CI 1.27-1.62, \( P < .001 \)). Compared with non-Hispanic white participants, non-Hispanic black men were 122% times more likely to satisfice the survey (OR 2.22, 95% CI 1.69-2.91, \( P < .001 \)), and the other race/ethnicity group was 99% more likely to satisfice (OR 1.99, 95% CI 1.39-2.83, \( P < .001 \)). Participants with a high school degree or less were 67% more likely (OR 1.67, 95% CI 1.26-2.21, \( P < .001 \)) to satisfice the survey in comparison with those with a college degree. Having more than one sex partner and using more than one drug reduced the odds of satisficing by 24% (OR 0.76, 95% CI 0.61-0.94, \( P = .013 \)) and 28% (OR 0.72, 95% CI 0.55-0.93, \( P = .013 \)), respectively. We did not observe any statistically significant difference in satisficing by HIV status.

### Discussion

#### Principal Findings

We studied a method using group-based trajectory analysis to investigate satisficing on the multiple-visit surveys in a longitudinal study, which would be supplementary to the traditional Krosnick’s theory focusing on a single survey. We found 25.40% (543/2138) of MACS participants were survey satisficing over time. Factors such as older age, less education, and non-Hispanic black or other race/ethnicity were positively associated with satisficing on the surveys having HIV-related sensitive questions, whereas being sexually active and using more than one recreational drug were negatively associated with satisficing. No statistically significant differences in satisficing by HIV serostatus were found.

#### Comparison With Prior Work

In the fundamental Krosnick [9] theory, it was found that when question alternatives were presented to respondents visually, weak satisficing was likely to produce primacy effects. MACS used the ACASI survey, where question alternatives were
visually presented to the respondent, which was potentially one source of satisficing. Moreover, in the MACS ACASI survey, when respondents were asked about quality of life and illicit drug use, the questionnaire was designed to rate a series of objects on a common scale. For example, when respondents were asked about how they feel and how things have been going during the past 4 weeks, the questionnaires just provided a list of such questions with the same scale (eg, “all of the time”, or “most of the time”). Discussed by Krosnick’s theory, this kind of questionnaire design could cause respondents to fail to differentiate between items and give all or almost all of the objects the same rating (ie, “straightlining”), and it might lead to strong satisficing [9,36].

From a survey-quality perspective, speeding has been shown to be associated with behaviors always considered indicators of survey satisficing and poor response quality [25-29]. On one hand, speeders are likely to be professional respondents solely motivated by incentives offered for survey completion and unconcerned with the survey itself or with the answers they provide. On the other hand, speeders may also be well-intentioned respondents who get frustrated with a survey (eg, too long, boring topic, contains lengthy grid items, or requires answers for every item) and react by speeding through the survey. In either case, pacing is considered problematic survey behavior because respondents are not providing thoughtful, accurate answers. One noticeable difference between speeders and non-speeders was with responses to open-ended times (questions with text boxes provided for qualitative responses), and speeders are more likely to skip these questions and not provide a response [37]. Zhang and Conrad [25] used a predefined speed threshold to detect speeding. Unfortunately, all current theories and methods about satisficing are based on a single survey, which would be not appropriate for the complicated case of a longitudinal study with several surveys on multiple visits. In this study, we used group-based trajectory analysis, a statistical approach based on mixture models that can model unobserved heterogeneity in population, to study the pattern of the trajectory of participants’ average response speed across 9 visits in a longitudinal study and to identify survey satisficing through the objective tendency of participants’ speeding across time. Moreover, our study provided abundant information regarding satisficing on such a highly sensitive survey questionnaire containing HIV-related questions for illicit drug use and sexual behaviors among men who have sex with men, those who are at high risk for HIV infection, and those who usually have poor response quality.

Data from the SurveyMonkey study demonstrated that more questions are highly associated with faster speed [15], which was in accordance with our observations at MACS after visit 56 with fewer survey questions. Less education (ie, high school degree or less) was associated with more satisficing, echoing previous studies [25-27,29,38]; as Krosnick [9] pointed out, the possible reason is that lower-status respondents were likely to agree with any assertions that the interviewer or researcher apparently believes. We found that older people were more likely to satisfice. We think it was because the elderly can become fatigued sooner, which is supported by Bathelt’s findings using the CAPI interview [29], yet differed from results of the studies by Zhang and Conrad [25] and Beckers et al [39]. Krosnick [9] stated that respondent motivation to optimize a survey (which is also a factor associated with satisficing) was influenced by the degree to which the topic of a question was personally important to the respondent. Therefore, it makes sense that participants who reported sexual activity and recreational drug use were less likely to satisfice because this population in the MACS cohort usually has higher risk for HIV infection and they may pay more attention to the survey questionnaire to better protect themselves.

Limitations

Certain limitations of this study deserve attention. There were approximately 10% of the records missing the end time and most of these records were from one study site. Self-administration of the questionnaire did not provide an opportunity for participants to ask questions about the survey, so it was not possible to verify the accuracy of the participants’ interpretation of the survey questions, which might affect their responses. In addition, the survey did not have an independent indication of the response speed of each participant as a benchmark before they completed the questionnaire. Except for the computer system automatically recording the start and end times of an online survey, there was no other time verification method in this study.

Conclusions

This study provides valuable insight into the identification of survey satisficing in a long-standing observational cohort study where the patterns of repetitive question asking may have been learned over time, leading to satisficing, and factors associated with satisficing on surveys having HIV-related sensitive questions. Therefore, results from the longitudinal analyses of these behavioral data could be less precise over time, even after taking into account the within-participant variability over time. Technical solutions are needed to present survey questions so that respondents read and answer questions more carefully. Survey designers should consider some basic solutions to maximize respondent motivation (eg, keep the questionnaires short and place important questions early and include random probes such as “why do you say that?”), minimize task difficulty (eg, maximize the familiarity of the words and decompose questions whenever possible), minimize response effects (eg, avoid agree/disagree, true/false, and yes/no questions, avoid blocks of ratings on the same scale, and randomize the order of list of options) [11,13,40], and/or force the participant to see the question for a certain waiting period [16].
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Abstract

Background: As interest increases in the development of eHealth human immunodeficiency virus (HIV)-preventive interventions for gay male couples, Web-based methods must also be developed to help increase the likelihood that couples enrolled and data collected from them represent true unique dyads. Methods to recruit and collect reliable and valid data from both members of a couple are lacking, yet are crucial for uptake of novel sexual health and HIV-prevention eHealth interventions. Methods to describe best practices to recruit male couples using targeted advertisements on Facebook are also lacking in the literature, yet could also help in this uptake.

Objective: The objective of our study was to describe challenges and lessons learned from experiences from two phases (developmental phase and online randomized controlled trial [RCT]) of an eHealth HIV-prevention intervention for concordant HIV-negative male couples in terms of (1) recruiting male couples using targeted advertisements on Facebook, (2) validating that data came from two partners of the couple, and (3) verifying that the two partners of the couple are in a relationship with each other.

Methods: The developmental phase refined the intervention via in-person focus groups, whereas the pilot-testing phase included an online RCT. For both phases, couples were recruited via targeted Facebook advertisements. Advertisements directed men to a study webpage and screener; once eligible, participants provided consent electronically. A partner referral system was embedded in the consenting process to recruit the relationship partner of the participant. Both men of the couple had to meet all eligibility criteria—individually and as a couple—before they could enroll in the study. Verification of couples’ relationships was assessed via the concurrence of predetermined screener items from both partners, done manually in the developmental phase and electronically in the pilot-testing phase. A system of decision rules was developed to assess the validity that data came from two unique partners of a couple.

Results: Several important lessons were learned from these experiences, resulting in recommendations for future eHealth studies involving male couples. Use of certain “interests” and types of images (eg, shirtless) in targeted Facebook advertisements should be avoided or used sparingly because these interests and types of images may generate adverse reactions from a broader audience.
Development of a systematic approach with predetermined criteria and parameters to verify male couples’ relationships is strongly recommended. Further, researchers are encouraged to develop a system of decision rules to detect and handle suspicious data (eg, suspicious email addresses/names, multiple entries, same IP address used in multiple entries) to help validate the legitimacy of male couples’ relationships online.

Conclusions: These lessons learned combined with recommendations for future studies aim to help enhance recruitment efforts and the validity and reliability of collecting dyadic data from male couples for novel eHealth HIV-preventive interventions.

(JMIR Public Health Surveill 2016;2(2):e152) doi:10.2196/publichealth.6392
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Introduction

Use of the Internet, including social media, has dramatically increased within the past decade. As evidenced in the Pew Research Center’s Internet and American Life Project, the prevalence of Internet use among US adults rose from 14% to 87% between 1995 and 2014 [1], and social media use increased from 8% to 76% between 2005 and 2015 [2]. Not only has the Internet allowed individuals and communities to connect and communicate via various multimedia features (eg, chatting, picture sharing, messaging), it has also increasingly been used as a platform to disseminate health information and promote the uptake of healthy behaviors across all scientific disciplines [3-5]. These online environments have created a wide yet complex venue to recruit and collect psychosocial and behavioral data to further health promotion and prevention efforts across different populations.

For example, the Internet has increasingly been used for human immunodeficiency virus (HIV) prevention research with various populations due to the efficiency of targeting and collecting data from specific subpopulations, such as gay, bisexual, and other men who have sex with men (MSM) [6-10]. Despite this efficiency, characteristics of MSM who are recruited online versus in person may differ for some characteristics and not in others. For example, MSM recruited online versus venue-based, time-spaced sampling (ie, offline) did not statistically differ regarding their HIV and sexually transmitted infection (STI) testing patterns, prevalence of HIV and other STIs, and study retention rates up to 24 months [11]. However, online studies with MSM and male couples suggest that Internet-based samples of MSM tend to self-report as being more educated and non-Hispanic white [12,13]. As such, online studies with MSM and male couples may limit the potential for generalizability depending on who participates in the research study.

With respect to prevention, some MSM use the Internet to meet other MSM for sex, friendships, relationships, and for various types of social support [3,14,15]. Although MSM are not the only population to use the Internet for these reasons, research has also noted that Internet use has been associated with having higher numbers of sex partners, greater frequency of condomless anal sex (receptive and insertive), and increased levels of recreational drug use (eg, methamphetamine) among MSM [16,17]. Given these reasons, HIV-prevention efforts that are conducted online may be beneficial to reach some of these MSM in addition to the efforts that are provided in person.

Although methods of recruiting online are more time efficient than recruiting in person, there are challenges related to the reliability and validity of collecting data online from participants [18]. For example, anonymity and lack of direct face-to-face contact with participants prohibit researchers to know who and where data are originating from when it is collected online. In addition, randomly generated responses to survey items may occur in order to help expedite completion of the survey, particularly if an incentive is involved. Monetary incentives have been frequently associated with increased participant misrepresentation for eligibility [19,20] and multiple data entry [20,21] by individuals who wish to increase the amount of incentives and/or probabilities of winning. Survey response rates may also decrease over time, which could threaten the validity of generalizing the results to a broader audience.

Bauermeister and colleagues [22] examined how invalid data collected online may influence statistical relationships, decrease statistical power, and increase the likelihood of biased conclusions. They did not recommend using a conservative approach and excluding suspicious entries because valid data could accidentally be removed in the process. Instead, they recommended developing both pre and post hoc decisions to handle all data, such as grouping entries into different categories (eg, valid, suspicious, and invalid) and obtaining a population list of all eligible participants for verification processes, respectively [22].

These issues of reliability and validity of online data become more complex when conducting online research with dyads (eg, gay male couples). By nature, handling dyadic data requires at least double the amount of time and effort than that required of individual-level data. The criteria used to determine the reliability and validity of an individual participant must be assessed not only twice, but must also be crosschecked with that of that participants’ partner’s data to (1) validate the data collected online may influence statistical relationships, decrease statistical power, and increase the likelihood of biased conclusions. They did not recommend using a conservative approach and excluding suspicious entries because valid data could accidentally be removed in the process. Instead, they recommended developing both pre and post hoc decisions to handle all data, such as grouping entries into different categories (eg, valid, suspicious, and invalid) and obtaining a population list of all eligible participants for verification processes, respectively [22].
among adults, methods are needed to help ensure that dyadic data collected online from couples are valid and verifiable of their relationships.

In recent years, attention toward male couples for HIV prevention has increased because many MSM in the United States—up to 67%—acquire HIV while in a same-sex relationship [23,24]. In addition, few preventive interventions approved by the Centers for Disease Control and Prevention currently exist for this population [25-28]. Despite how common Internet use is among MSM and its efficiency to enhance recruitment and data collection efforts for prevention research, few studies have fully harnessed the capabilities of eHealth (ie, Web-based research and/or preventive programs hosted online) to help advance HIV-prevention efforts for male couples [29]. Moreover, the majority of HIV-preventive interventions for MSM have focused on behavior change at the individual level [30-33], thereby emphasizing the need to not only develop eHealth HIV-preventive interventions for male couples, but to also develop methods to maximize recruitment efforts and verification of valid data from both members of the couple (ie, dyadic data) online. Methods to recruit and collect reliable and valid dyadic data online are lacking, yet are crucial for development and uptake of future eHealth HIV-preventive interventions for male couples.

To help fill this critical gap, this paper aims to provide methodological recommendations in three distinct areas to (1) maximize efficiency and accuracy of using targeted, online Facebook advertisements to recruit male couples; (2) facilitate the collection of valid dyadic data; and (3) ensure verification that dyadic data collected are representative of two males who are in a relationship together (ie, male couple). To accomplish these aims, data and related experiences captured from the development and pilot testing of an eHealth HIV-prevention intervention with concordant HIV-negative male couples in the United States are used. The methods used and lessons learned from these experiences provide concrete suggestions and recommended safeguards that may benefit future eHealth endeavors targeting similar populations of male couples.

**Methods**

**Procedure Overview**

The University of Miami Institutional Review Board approved all study procedures. For both the development and pilot testing of the eHealth HIV-prevention intervention, interested men who clicked on the Facebook advertisement were directed to the study webpage and an eligibility screener via SurveyGizmo, a Health Insurance Portability and Accountability Act-compliant Web-based survey tool and database server. Once eligible, participants provided consent electronically. A partner referral system was embedded in the consent process to recruit the relationship partner of the index participant. Both men of the couple had to meet all eligibility criteria and be deemed valid—as an individual and as a couple—before they could enroll into either the development or pilot-testing portion of the study; the development portion included both partners of the couple participating in one in-person focus group, whereas the pilot testing of the intervention included a Web-based randomized controlled trial (RCT) with couples participating online.

**Targeted Recruitment via Facebook**

Male couples were recruited via targeted advertisements placed on Facebook. All advertisements targeted potential research participants who were male, living in the United States, at least 18 years of age, interested in men, and had a relationship status of either being married, engaged, in a relationship, domestic partnership, or civil union. Each advertisement included a picture of a male couple with a brief title, message, and a Web link to the study eligibility screener. In total, 13 advertisement campaigns were conducted for the focus group, development phase, and RCT pilot-testing phase of the project, and each Facebook advertisement campaign lasted for 72 hours. The campaigns used to recruit for the focus groups occurred between March 2015 and May 2015, whereas the campaigns used to recruit for the online RCT occurred between October 2015 and March 2016. Following Facebook’s guidelines and word limits, all advertisements contained titles similar to “In a relationship?” with a brief message such as “Male couples wanted to try out a cool, new online health & relationship program. Earn $!” Each campaign’s total cost ranged from US $499.97 to US $3997.62 depending on performance, audience, and placement of the advertisements (eg, desktop newsfeed, mobile newsfeed). Per campaign, the advertisements resulted in a mean of 110,478 people reached and a mean of 3534 clicks to the study website. Each targeted Facebook advertisement campaign provided useful metrics about how well the targeted advertisement performed, including (1) the total number of people reached, (2) number of people who clicked on the advertisement, (3) how relevant the targeted audience thought the advertisement pertained to them (ie, relevancy score ranging from 0 to 10 with 10 being most relevant), and (4) negative and positive feedback about the advertisement obtained from those who were shown the advertisement while using Facebook.

**Eligibility Criteria**

Both members of the male couple had to meet the following eligibility criteria to participate in the focus group or RCT of the intervention project: (1) self-report as male, (2) be at least 18 years of age, (3) be in a current sexual relationship with a main relationship partner for at least 6 months, (4) self-report as HIV-negative, (5) practice condomless anal sex with the main relationship partner for at least 6 months, (6) self-report no recent history of intimate partner violence or coercion within the previous year, (7) have not established a sexual agreement in the relationship, and (8) own a mobile phone and have an alternate method to access the Internet (eg, computer).

**Procedures Used to Verify Couples’ Relationships and Validity of Dyadic Data Collected**

Both individual- and couple-level criteria were used to deem couples’ eligibility to participate in the study. Based on our prior work with male couples [34,35], we developed a system of decision rules to assess the verification of a couples’ relationship based on both partners’ responses to screener items (ie, to verify that a couple is in a relationship). Verification of couples’ relationships was based on data collected from both
members of the couple and whether they concurred (i.e., agreed) on certain predetermined eligibility screener items (see Figure 1), including (1) matching their relationship length within a margin of 1 month, (2) exact matching of each other’s birthday months, (3) matching each other’s ages within a margin of one year, and (4) exact matching of at least one of their two contact information options (e.g., phone number, email address). All couples had to concur on all four items to be considered eligible. Each participant and his partner’s data were crosschecked to match and concur on all four of the predetermined screener items. Suspicious cases or cases in which couples did not concur on one or two items were assessed a second time after calling or emailing the potential participant to verify their corresponding partners’ information. Verification of couples’ relationships was done manually by entering data into a secure database during the developmental focus group phase; for the pilot RCT, this verification step was done electronically via an embedded Web-based system that contained an algorithm.

For both phases of the intervention project, validation of both partners’ data collected was assessed on a case-by-case basis. For the development phase, multiple entries of the same Internet Protocol (IP) address were examined to validate whether or not one or both partners were unique individuals. For example, each entry of the eligibility screener had an IP address associated with it. Some IP addresses were associated with several entries, potentially suggesting that individuals had attempted to complete the eligibility screener multiple times as either the same person or pretending to be different people. Eligibility screener entries with the same IP address were flagged and noted for further investigation by using the other validation markers.

Because the online pilot RCT aimed to recruit a large number of male couples (compared to the focus groups), an electronic algorithm was created to electronically match both partners as a couple based on predetermined eligibility criteria and verification rules. For the online RCT phase, suspicious names and/or email addresses, duplicate entries (i.e., same two email addresses used for two different sets of couples), and similar back-to-back screener entries were examined in addition to the validation markers used in the developmental focus group phase.

Figure 1. An example of some of the items used in the verification of couples’ relationships via manual analysis of the eligibility data collected from both partners online. Predetermined variables with decision rules were used to verify whether two partners were in a relationship with each other. Note: data represented in this figure are fictitious.

Results

Lessons learned from this intervention project are an example of the challenges associated with collecting and verifying valid dyadic data from male couples online. The lessons learned from this project are not exhaustive, yet provide insights and suggestions to help improve these efforts, particularly with the increased attention toward developing eHealth and mHealth preventive interventions for male couples [36-38]. Specifically, lessons learned from this project entail (1) advantages and disadvantages of using certain selection criteria to target advertisements on Facebook, (2) selection of images that resonate with the targeted audience, (3) use of an algorithm versus manual input of data to verify male couples’ relationships via predetermined decision rules, and (4) monitoring of dyadic data collected to assess validity of unique responses obtained from both partners of the male couple.

Targeted Advertisements for Male Couples on Facebook

Some images used in the advertisements received higher relevancy scores than others and received less negative feedback from supportive individuals who were not lesbian, gay, bisexual, and transgender (LGBT). Negative feedback was received in three forms: (1) public comments posted on the Facebook advertisements and study Facebook community page, (2) messages sent privately to the study Facebook community page, and (3) voicemail. Figure 2 provides examples of the negative feedback received from some of the images used for the targeted advertisements placed on Facebook.
After some investigation and consultation with Facebook (private telephone communication with Facebook, January 13, 2016), interests that were used to target Facebook members, such as the LGBT community or gay news, included members who had positive views of this interest as well as those who had negative views of this same interest. Because the negative-view individuals were also targeted, this resulted in a flood of backlash in the form of unsupportive and homophobic comments posted on the study Facebook webpage, study team’s voicemail, and as comments left in association with the targeted advertisement. After these experiences, targeting criteria were adjusted for the remainder of the advertisement campaigns by actively excluding Facebook members who had the following information on or associated with their profiles: interested in...
women or both men and women; had a relationship status as single, unspecified, open, complicated, separated, divorced, or widowed; and had moderate, conservative, and very conservative political views. Targeted advertisements were also changed by using less overtly sexual images of male couples (eg, clothed male couple slightly embracing). Figure 3 provides examples of Facebook advertisements that were used before and after these modifications were made.

**Verification of Couples’ Relationships**

A systematic manual (ie, color-coded) approach was used during the project’s developmental phase to verify whether both partners of the male couple were in a relationship (after both men had electronically consented) using predetermined eligibility screener items. This post hoc comparative method of the dyadic data collected from the eligibility screener enabled the characterization of couples into one of three groups: (1) eligible and verified couples who met all predetermined decision rules, (2) eligible but unverified couples because only two or three of the predetermined decision rules were met, and (3) ineligible couples. This systematic manual method illuminated the strengths and limitations of this approach to verify couples’ relationships. Although manually matching entries allowed for greater control over the assessment of couples’ relationships, this method proved inefficient in terms of time and resources.

Based on this experience, the amount of time required to verify couples’ relationships with this approach emphasized the necessity to electronically automate this process, particularly if data were to be collected online from large samples of male couples such as during an eHealth intervention. As such, a Web-based electronic algorithm was created to automatically verify couples’ relationships based on data collected from both members of the couple and whether they concurred on predetermined eligibility screener items. The algorithm was developed based on the results and experiences obtained during the developmental focus group phase. However, the algorithm had an important limitation. The system would report couples as partially matched when their contact information mismatched (eg, one partner reported his partners’ email address different from what his partner reported as his actual email address). This mismatch required a manual verification of the couples’ relationship by contacting the potential participants to further assess the couples’ relationship and their eligibility to enroll into the project.

**Validation of Dyadic Data Collected**

For time- and resource-efficiency reasons, validation of couples’ data (ie, data came from two unique individuals) occurred after the algorithm electronically matched and verified that a couple was in a legitimate relationship. This approach helped to expedite the recruitment process by filtering out ineligible couples and couples whose relationships were not verified. Verified couples could then be validated. Validation of couples’ data was still required because some instances noted that the same IP addresses were being used in multiple screener entries. In some of these sets of entries with the same IP addresses, it was clear that the respondent(s) attempted the screener multiple times to determine the eligibility criteria to enroll in the study. Some individuals also created generic email addresses to appear as a couple for inclusion into the study. Because of these instances, the awareness of fraudulent yet eligible entries increased, thus warranting the creation of additional safeguards for a post hoc assessment of verified screener entries. Specifically, similar and/or suspicious email addresses (eg, “kylemcap1@gmail.com” and reporting partner’s to be “kylemcap2@gmail.com”) or names (eg, Melissa Wise) were noted and flagged. Also noted were similar yet different screener back-to-back entries to determine eligibility, same IP addresses used in multiple screener entries, and duplicate entries (ie, same two emails used for two different sets of couples). For these cases, the individuals and their “partners” were called and asked to verify, via phone, specific questions to assess their validity. Table 1 illustrates the difference between the manual and electronic methods of matching couples (verification of couples’ relationships) as well as examples of the post hoc assessment of screener entries (validation that data were from two unique individuals).
Discussion

Several important lessons were learned about recruiting and collecting data from male couples from this project, resulting in recommendations for future Web-based studies specific to male couples. Because many MSM and/or male couples used the study Facebook webpage to ask questions or share stories/details, it was important to provide a friendly and supportive environment for these men to connect and communicate, free from public hostile comments.

For placement of targeted advertisements on Facebook, certain “interests” (eg, LGBT news) and images (ie, shirtless) should be avoided or used sparingly because they may generate adverse reactions from a broader audience. Although all images used in the advertisements were appropriate, some images may have been too explicit or hypersexualized for those outside the targeted audience, and especially to those who explicitly have a negative attitude toward the LGBT community. Researchers may also want to consider contacting established Facebook community groups (eg, Gay Miami Beach) who may have members of the targeted population to help promote the study.

With respect to future work, researchers should consider how other characteristics of partnered MSM and male couples may influence the likelihood of them responding to targeted advertisements placed on Facebook. For instance, some images and recruitment text may resonate better with certain subgroups of male couples (eg, younger vs older male couples, ethnicity/race) and not others. Another consideration includes the target population’s computer and research literacy. As such, formative work is recommended to investigate which images, text, and placement of the advertisement (eg, desktop newsfeed, mobile newsfeed) would best help enhance the target populations’ response to clicking on the Facebook advertisement.

Experiences associated with screening potential male couples and verifying their relationships reinforces the need to develop and use a systematic approach that includes predetermined criteria with decision rules. These parameters will help enhance the efficiency as well as the reliability of collecting data from both members of the male couple. However, although time efficient, algorithms to electronically verify couples’ relationships may be imperfect and unable to capture certain nuances of their relationships. For example, two partners may define their relationship length differently if they had a break or period of separation occur during their relationship. Due to the discordance in their self-reports about relationship length, the predetermined decision rule associated with this questionnaire item would result in classifying this particular couples’ relationship as unverified. Based on the algorithm, this couple would then be deemed as unverified because of this one criterion they disagreed on. Researchers should consider which criteria they plan to use with corresponding decision rules because these decisions may affect the eligibility and verification of couples’ relationships in their Web-based projects that are specific to male couples.

It also is important to note that validation of dyadic data should not be assessed in isolation. Validation of dyadic data collected online should be based on examining multiple, if not all, predetermined criteria. Examining only one criterion (eg, same IP addresses, suspicious emails) may lead to disqualifying a potentially eligible verified couple. For instance, both partners of a male couple may live together and use the same computer, which would report them having the same IP address when completing a Web-based questionnaire. Email addresses that appear deceiving or misrepresentative of a potential participant warrant further investigation. For instance, an email address of “heather1@gmail.com” could be flagged as suspicious because the first name was Heather, a name typically associated with females. However, further investigation of this participant could reveal that his name was “Heath” and not “Heather.”

The Internet is a useful platform to target and enroll at-risk MSM and male couples from a variety of locales. However, it is evident that recruiting and collecting valid and reliable dyadic data requires a systematic approach with predetermined decision rules to ensure the reliability and validity of the collected data.
data online is more complex than that at the individual level. The varying results of the Facebook advertisement campaigns to recruit male couples further stresses the need to monitor posted Facebook advertisements to help minimize the receipt of negative feedback and that the target audience is being reached. Developing a systematic approach with predetermined criteria and parameters is strongly recommended to verify male couples’ relationships as efficiently as possible. Researchers are encouraged to develop a system of decision rules to detect and handle suspicious data to help validate the legitimacy that the dyadic data are coming from two unique partnered individuals. With the decision rules and criteria set, researchers should be cautious in observing multiple criteria as a whole, rather than in isolation. These lessons learned combined with recommendations for future studies may help other researchers enhance recruitment efforts and the validity and reliability of collecting dyadic data from male couples for novel preventive eHealth interventions specific to this population.
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Abstract

Background: Internet access via mobile phones and computers facilitates interaction and potential health communication among individuals through social networking. Many South African adolescents own mobile phones and can access social networks via apps.

Objective: We investigated sociodemographic factors and HIV risk behaviors of adolescent social networking users in Soweto, South Africa.

Methods: We conducted an interviewer-administered, cross-sectional survey of adolescents aged 14-19 years. Independent covariates of social networking were assessed by multivariate logistic regression analysis.

Results: Of 830 adolescents, 57% (475/830) were females and the median age was found to be 18 years (interquartile range 17-18). Social networking was used by 60% of adolescents (494/830); more than half, that is, 87% (396/494) accessed social networks through mobile phones and 56% (275/494) spent more than 4 hours per day using their mobile phones. Social networking was independently associated with mobile usage 2-4 hours (adjusted odds ratio [AOR]: 3.06, CI: 1.69-5.51) and more than 4 hours per day (AOR: 6.16, CI: 3.46-10.9) and one (AOR: 3.35, CI: 1.79-6.27) or more sexual partner(s) (AOR: 2.58, CI: 1.05-6.36).

Conclusions: Mobile phone–based social networking is prevalent among sexually active adolescents living in Soweto and may be used as an entry point for health promotion and initiation of low-cost adolescent health interventions.

(Keywords: mobile phone; adolescent health; HIV; health; social networking; mhealth; South Africa)

Introduction

Social networking offers the opportunity to offer low-cost, easily accessible information and interventions to reduce human immunodeficiency virus (HIV) risk among adolescents [1]. Given the burden of HIV among young South Africans [2], novel uses of technology can be leveraged to disseminate information and interventions among adolescent social networking users [3]. Previous research conducted in developed settings show that HIV risk behaviors including depression, alcohol use, and risky
sexual behaviors are associated with social networking usage [4-6]. Despite a large body of research conducted in South Africa about HIV risk behaviors among adolescents [2,7,8], very few researchers have specifically investigated the association between HIV risk behaviors and mobile phone–based social networking.

Understanding mobile phone–based social networking in populations of interest may help in the relevant delivery of health interventions. In South Africa, a low-to-middle-income country, population census data reveals that 95% of households own mobile phones, compared with only 19% that own computers, desktops, or laptops [9]. In studies of South African adolescents and young adults, 72-78% own mobile phones whereas 91% have access to one, and up to 84% access the Internet via mobile phones [10,11]. The lower cost of Internet access through mobile phone broadband packages compared with computer-based Internet access is an important factor in the growth of mobile Internet in South Africa [11]. Taken together, these data suggest that health interventions using mobile phone technologies can reach the majority of the population in South Africa.

Internet access via mobile phones and computers facilitates interaction and potential health communication among individuals through social networking. Adolescents in particular have integrated into their lives the daily use of social media, including text messaging, blogging, videos sites, and social networking. Social networking platforms allow users to create online profiles to interact with each other [12,13]. In developed settings, social networking has been used to assess online social networking use and patterns [14], recruit participants for research participation [15,16], distribute questionnaires [17], assess problematic social networking use [18], promote health (including sexual health) [19,20], engage young people into treatment and care of HIV [21], and investigate the association between social networking use and sexual risk behaviors [4-6].

At the time of data collection for this study, the available social networking platforms in South Africa, included Mxit, Facebook, Whatsapp, and Blackberry messaging. Mxit, a South African innovation, is an instant messaging app that allows sending and receiving messages privately and via online chat rooms, while being able to access games, movie clips, or download music. Since Mxit was launched in 2003, it has registered at least 38 million South African users, which would equate to 73% of the total population in South Africa. Of the users, 19% are 15 to 17 years and 47% are 18 to 25 years old. The main activities on social networking platforms include sending messages, inviting others to events and online groups, and following the activities of other users [11]. These activities suggest that messages disseminated on social networking platforms have the potential to snowball, which is a useful feature for optimizing the reach of HIV prevention interventions among young people. When one considers the penetration of social networking platforms in African settings, the relevance of leveraging them for health promotion interventions is evident [22].

A few studies, mainly from the developed world, have examined user characteristics of social networking platforms. The factors that have been investigated include demographics, sexual behavior, and substance use [23-25]. For example, a study among 1434 10th grade students from 5 high schools in Southern California showed that higher levels of alcohol use were associated with sending and receiving friendship invitations, becoming friends with users that consume alcohol and also increasing alcohol use if their friends drank more. In addition, results revealed that exposure to risky online pictures posted by friends increased smoking behaviors amongst study participants [23]. Behavioral risk factors such as sexual partnerships and alcohol use have also been examined with respect to social networking platform use. Clayton et al (2013) indicated that alcohol use among undergraduate students from the United States was a predictor for emotional attachment to Facebook [26].

Developers in South Africa have attempted to harness mobile phone technology for health message delivery. For example, in 2008 LoveLife launched the first mobile social networking app in South Africa, called MyMsta, which was dedicated to youth empowerment and HIV prevention [27]. However, there is little published evidence on the effectiveness and cultural acceptability of these types of health interventions in developing world settings like South Africa, particularly among adolescents [22]. Adolescents in developing settings face the enormous challenge of the intersection between infectious and noninfectious disease epidemics in these countries. Understanding the characteristics of adolescents accessing social networking platforms in developing countries may lend insight into the development of appropriate and targeted health interventions. Few studies have specifically focused on the use of social networking among adolescents in South Africa and even fewer have published results of these studies. This study investigated demographic, socioeconomic, sexual behavior, alcohol use, depression, and mobile phone use associated with social networking amongst adolescents in Soweto, South Africa.

Methods

Study Design

This analysis forms part of the Botsha Bophelo Adolescent Health Study (BBAHS), an interviewer-administered, cross-sectional survey of 830 adolescents aged 14-19 years living in Soweto.

Setting

The study was conducted at the Perinatal HIV Research Unit (PHRU) and at Kganya Motsha Adolescent Centre (KMAC) in Kliptown. Kliptown is the oldest district in Soweto, and it comprises a mixture of purpose-built housing and informal housing known as shacks [28]. Soweto is a large peri-urban township of about 1.3 million official inhabitants [29]. KMAC was founded in 2008 as an adolescent-friendly HIV management centre serving the HIV voluntary counseling and testing (VCT) and sexual and reproductive health needs of adolescents aged 14-19 years [30].

Participants

A targeted, stratified sampling approach was used based on geographic distribution across all areas of Soweto, as well as...
the sex and age of adolescents. Seven of the areas were informal areas (locally known as informal settlements), where adolescents lived in housing structures composed of metal structures (locally known as shacks), with shared access to water, toilets, and limited or no access to electricity. Eligibility criteria included age 14–19 years and living in Soweto. Participants were recruited from various locations within each area with the aim of ensuring representation from all areas of Soweto and recruiting hard-to-reach adolescents who may not have accessed health services. Research interviewers strategically targeted adolescents around malls, schools, and neighbourhood hangouts. Interviewers provided potential participants with recruitment flyers with contact information where interviewers could be reached. Interviewers were available on a drop-in basis at KMAC and the PHRU or by appointment. To accommodate adolescent schedules, interview times were available after school and on the weekends. Some communities were more challenging to recruit from than others, particularly informal settlements where the visibility of adolescents was reduced due to the lack of community infrastructure for young people to congregate (ie, schools and malls). Participants learned about the study from research staff and were invited to follow-up if they were interested in participating. Participants were also invited to share the information about the study with their friends. Therefore, we have a convenience sample based on targeted recruitment strategies stratified by geographic location, age, and sex characteristics.

Data Collection

Surveys were conducted between June 2010 and June 2012. Participants received a face-to-face interviewer-administered survey assessing demographics, mobile phone access and use, sexual risk behavior, and alcohol use. Trained, multilingual interviewers administered the survey in English or IsiZulu (the most commonly used local languages in Soweto) via an online Internet platform, Survey Monkey, using iPads or computers [16,31]. Each survey took about 60 minutes.

Ethical Considerations

The ethics committees of the University of the Witwatersrand, Johannesburg, South Africa and Simon Fraser University, Vancouver, Canada approved study procedures. Participants younger than 18 years required written parental consent together with their own written assent. Participant characteristics of adolescents who accessed social networking sites are presented in frequencies and compared through bivariate analysis using chi-square and Fisher’s exact test. Variables with a significant association (P < 0.05) were considered for entry into the multivariate logistic regression model. Univariate and multivariate logistic regression were performed to determine crude and adjusted odds ratio (AOR), 95% confidence interval (CI), and their corresponding P values. Model fit was assessed using the Hosmer-Lemeshow goodness-of-fit statistic where the model was determined a good fit if the P value was not significant [32]. All statistical tests were two-sided and were conducted using STATA version 12.

Results

Demographic Characteristics

In total, 956 interviews were completed between 2010 and 2012. Following extensive data cleaning, a final sample of 830 adolescent participants was reached. Due to the nature of our recruitment strategy, we were not able to determine absolute response or refusal rates. The median age for the sample (n=830) was 18 years (IQR 17-18) and 57% (n=475) were female. Of all participants, 60% (n=494) used social networking platforms. The most commonly used platforms were Mxit (46%) and Facebook (34%).

Table 1 shows the comparison of characteristics of social networking users (n=494) to nonsocial networking users (n=336). In bivariate analyses, social networking was significantly associated with sex (P = .041), age group (P = .002), type of housing (P < .001), educational level (P < .001), access to mobile phone (P < .001), access to Internet (P < .001), and source of Internet (P < .001). Other variables associated with social networking were alcohol use in the past 6 months (P < .001), daily mobile phone usage (P < .001), presence of an adult in the household (P = .001), sexually active (P = .032), sexual partnerships (P = .011), and age at coital debut (P = .012).
Table 1. Summary profile of adolescents by social networking use (N=830), Soweto, South Africa.

<table>
<thead>
<tr>
<th>Variable</th>
<th>N (830)</th>
<th>Social networking nonusers, n=336 (40.0%)</th>
<th>Social networking users, n=494 (60.0%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>355</td>
<td>158 (47.0)</td>
<td>197 (39.9)</td>
<td>.041</td>
</tr>
<tr>
<td>Female</td>
<td>475</td>
<td>178 (53.0)</td>
<td>297 (60.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 15 years</td>
<td>179</td>
<td>90 (27.5)</td>
<td>89 (18.0)</td>
<td>.002</td>
</tr>
<tr>
<td>16-17 years</td>
<td>233</td>
<td>95 (29.1)</td>
<td>138 (28.0)</td>
<td></td>
</tr>
<tr>
<td>18-19 years</td>
<td>408</td>
<td>142 (43.4)</td>
<td>266 (54.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Language</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IsiZulu</td>
<td>446</td>
<td>186 (56.4)</td>
<td>260 (53.2)</td>
<td>.138</td>
</tr>
<tr>
<td>IsiXhosa</td>
<td>75</td>
<td>36 (10.9)</td>
<td>39 (7.9)</td>
<td></td>
</tr>
<tr>
<td>Sesotho</td>
<td>120</td>
<td>39 (11.8)</td>
<td>81 (16.6)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>178</td>
<td>69 (20.9)</td>
<td>109 (22.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>198</td>
<td>101 (30.6)</td>
<td>97 (19.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post Primary</td>
<td>626</td>
<td>229 (69.4)</td>
<td>397 (80.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Socioeconomic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Type of housing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>700</td>
<td>261 (78.4)</td>
<td>439 (89.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Informal</td>
<td>122</td>
<td>72 (21.6)</td>
<td>50 (10.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Source of spending money</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents</td>
<td>647</td>
<td>254 (78.4)</td>
<td>392 (82.4)</td>
<td>.163</td>
</tr>
<tr>
<td>Other (Employment, relatives, boy or girlfriend)</td>
<td>154</td>
<td>70 (21.6)</td>
<td>84 (17.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>686</td>
<td>267 (86.4)</td>
<td>419 (87.3)</td>
<td>.719</td>
</tr>
<tr>
<td>Lesbian or gay or bisexual</td>
<td>103</td>
<td>42 (13.6)</td>
<td>61 (12.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexually active</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>369</td>
<td>164 (48.8)</td>
<td>205 (41.6)</td>
<td>.032</td>
</tr>
<tr>
<td>Yes</td>
<td>460</td>
<td>172 (51.2)</td>
<td>288 (58.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual partnerships</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>70</td>
<td>36 (15.8)</td>
<td>34 (8.4)</td>
<td>.011</td>
</tr>
<tr>
<td>One</td>
<td>366</td>
<td>130 (57.0)</td>
<td>236 (58.3)</td>
<td></td>
</tr>
<tr>
<td>More than one</td>
<td>197</td>
<td>62 (27.2)</td>
<td>135 (33.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Same sex partnerships</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>269</td>
<td>90 (90.9)</td>
<td>179 (95.7)</td>
<td>.101</td>
</tr>
<tr>
<td>Yes</td>
<td>17</td>
<td>9 (9.1)</td>
<td>8 (4.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Age at coital debut</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 15 years</td>
<td>95</td>
<td>36 (25.2)</td>
<td>59 (23.1)</td>
<td>.012</td>
</tr>
<tr>
<td>15-16 years</td>
<td>164</td>
<td>70 (49.0)</td>
<td>94 (36.9)</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Variable</th>
<th>N (830)</th>
<th>Social networking nonusers, n=336 (40.0%)</th>
<th>Social networking users, n=494 (60.0%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>17 years or more</td>
<td>139</td>
<td>37 (25.9)</td>
<td>102 (40.0)</td>
<td></td>
</tr>
<tr>
<td>Condom use&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>15</td>
<td>8 (8.9)</td>
<td>7 (3.9)</td>
<td>.161</td>
</tr>
<tr>
<td>Sometimes</td>
<td>68</td>
<td>25 (27.8)</td>
<td>43 (24.0)</td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>186</td>
<td>57 (63.3)</td>
<td>129 (72.1)</td>
<td></td>
</tr>
<tr>
<td>Intergenerational sex&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>523</td>
<td>190 (87.6)</td>
<td>333 (84.3)</td>
<td>.275</td>
</tr>
<tr>
<td>Yes</td>
<td>89</td>
<td>27 (12.4)</td>
<td>62 (15.7)</td>
<td></td>
</tr>
<tr>
<td>Alcohol and drug use in the last six months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use in the last six months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>294</td>
<td>150 (45.3)</td>
<td>144 (29.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>525</td>
<td>181 (54.7)</td>
<td>344 (70.5)</td>
<td></td>
</tr>
<tr>
<td>Drug use in the last six months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>714</td>
<td>331 (98.5)</td>
<td>483 (98.0)</td>
<td>.567</td>
</tr>
<tr>
<td>Yes</td>
<td>15</td>
<td>5 (1.5)</td>
<td>10 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>542</td>
<td>227 (67.6)</td>
<td>315 (63.9)</td>
<td>.276</td>
</tr>
<tr>
<td>Yes</td>
<td>287</td>
<td>109 (32.4)</td>
<td>178 (36.1)</td>
<td></td>
</tr>
<tr>
<td>Mobile phone use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access to Internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>253</td>
<td>214 (72.1)</td>
<td>39 (7.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>535</td>
<td>83 (28.0)</td>
<td>452 (92.1)</td>
<td></td>
</tr>
<tr>
<td>Source of Internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>87</td>
<td>28 (32.6)</td>
<td>59 (13.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>454</td>
<td>58 (67.4)</td>
<td>396 (87.0)</td>
<td></td>
</tr>
<tr>
<td>Access to mobile phones</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>148</td>
<td>115 (38.1)</td>
<td>33 (6.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>648</td>
<td>187 (61.9)</td>
<td>461 (93.3)</td>
<td></td>
</tr>
<tr>
<td>Daily mobile phone usage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1 hour</td>
<td>226</td>
<td>148 (49.8)</td>
<td>78 (15.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2-4 hours</td>
<td>217</td>
<td>80 (26.9)</td>
<td>137 (28.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>344</td>
<td>69 (23.3)</td>
<td>275 (56.1)</td>
<td></td>
</tr>
<tr>
<td>Relational or parental</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parental presence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No parents</td>
<td>49</td>
<td>23 (6.8)</td>
<td>26 (5.3)</td>
<td>.085</td>
</tr>
<tr>
<td>One parent</td>
<td>296</td>
<td>132 (39.3)</td>
<td>164 (33.2)</td>
<td></td>
</tr>
<tr>
<td>Both parents</td>
<td>485</td>
<td>181 (53.9)</td>
<td>304 (61.5)</td>
<td></td>
</tr>
<tr>
<td>Presence of an adult in household</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>125</td>
<td>67 (20.3)</td>
<td>58 (12.0)</td>
<td>.001</td>
</tr>
</tbody>
</table>
### Characteristics Associated With Social Networking Use

The unadjusted and adjusted predictors of social networking use are presented in Table 2. In the adjusted logistic regression model, adolescents who used mobile phones for 2-4 hours (AOR: 2.89, CI: 1.80-4.65) or more than 5 hours (AOR: 5.99, CI: 3.79-9.48) daily and those with one (AOR: 1.75, CI: 1.04-2.94) or more than one (AOR: 2.64, CI: 1.40-4.96) sexual partner had a higher odds of social networking.

#### Table 2. Unadjusted and adjusted associations between selected variables and social networking among adolescents, Soweto (N=830).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Univariate</th>
<th>Multivariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR 95% CI</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.34 1.01-1.77</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 15 years</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>16-17 years</td>
<td>1.47 0.99-2.16</td>
<td>.06</td>
</tr>
<tr>
<td>18-19 years</td>
<td>1.89 1.33-2.71</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Source of spending money</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>0.77 0.55-1.11</td>
<td>.164</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>Post primary</td>
<td>1.85 1.31-2.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Type of housing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>Informal</td>
<td>0.41 0.23-0.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Presence of an adult in the household</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.88 1.28-2.75</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Daily mobile phone usage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1 hour</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>2-4 hours</td>
<td>3.27 2.22-4.83</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>7.56 5.17-11.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Depressed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.18 0.88-1.58</td>
<td>.276</td>
</tr>
<tr>
<td><strong>Sexual partnerships</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1.00 (Ref)</td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>1.92 1.15-3.22</td>
<td>0.01</td>
</tr>
<tr>
<td>More than One</td>
<td>2.31 1.32-4.02</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

*a:Ref: Reference group.

---

Social networking users, n=494 (60.0%)
Social networking nonusers, n=336 (40.0%)
Social networking users, n=494 (60.0%)

---

<table>
<thead>
<tr>
<th>Variable</th>
<th>N (830)</th>
<th>Social networking nonusers, n=336 (40.0%)</th>
<th>Social networking users, n=494 (60.0%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>696</td>
<td>263 (79.7)</td>
<td>427 (88.0)</td>
<td></td>
</tr>
</tbody>
</table>

*aConsiders only those who responded to the item.

*bColumn proportions do not add up to 100% due to missing values in some variables.
The unadjusted and adjusted predictors of social networking use by sex are presented in Table 3. In the adjusted logistic regression by sex, males whose source of spending money was not provided by parents (AOR: 0.58, CI: 0.34-0.99) had lower odds of social networking. Those who used mobile phones for 2-4 hours (AOR: 3.06, CI: 1.69-5.51) or more than 4 hours daily (AOR: 6.16, CI: 3.46-10.9) had a higher odds of social networking. Adolescent males with one (AOR: 3.35, CI: 1.79-6.27) or more than one (AOR: 2.58, CI: 1.05-6.36) sexual partner had a higher odds of networking. Among females, a higher odds of social networking was associated with spending 2-4 hours (AOR: 3.53, CI: 2.08-5.97) or more than 5 hours (AOR: 6.49, CI: 3.92-10.73) daily on mobile phones and having more than one sexual partner (AOR: 1.99, CI: 1.08-3.67).

Table 3. Unadjusted and adjusted associations between selected variables and social networking among adolescents by sex, Soweto.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Males Univariate</th>
<th>Multivariate</th>
<th>Females Univariate</th>
<th>Multivariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>$P$ value</td>
<td>AOR (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 15 years</td>
<td>1.00 (Ref)</td>
<td>-</td>
<td>1.00 (Ref)</td>
<td>-</td>
</tr>
<tr>
<td>16-17 years</td>
<td>1.24 (0.69-2.23)</td>
<td>.463</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>18-19 years</td>
<td>1.82 (1.08-3.09)</td>
<td>.026</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Type of Housing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>1.00 (Ref)</td>
<td>-</td>
<td>1.00 (Ref)</td>
<td>-</td>
</tr>
<tr>
<td>Informal</td>
<td>0.50 (0.28-0.92)</td>
<td>.025</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1.00 (Ref)</td>
<td>-</td>
<td>1.00 (Ref)</td>
<td>-</td>
</tr>
<tr>
<td>Post Primary</td>
<td>1.56 (0.98-2.75)</td>
<td>.058</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Source of spending money</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents</td>
<td>1.00 (Ref)</td>
<td>-</td>
<td>1.00 (Ref)</td>
<td>-</td>
</tr>
<tr>
<td>Others</td>
<td>0.60 (0.36-1.00)</td>
<td>.052</td>
<td>0.58 (0.34-0.99)</td>
<td>.045</td>
</tr>
<tr>
<td>Daily mobile phone usage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1 hour</td>
<td>1.00 (Ref)</td>
<td>-</td>
<td>1.00 (Ref)</td>
<td>-</td>
</tr>
<tr>
<td>2-4 hours</td>
<td>2.84 (1.60-5.06)</td>
<td>&lt;.001</td>
<td>3.06 (1.69-5.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>6.24 (3.56-10.87)</td>
<td>&lt;.001</td>
<td>6.16 (3.46-10.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sexual Partnerships</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1.00 (Ref)</td>
<td>-</td>
<td>1.00 (Ref)</td>
<td>-</td>
</tr>
<tr>
<td>One</td>
<td>1.61 (0.78-3.34)</td>
<td>.196</td>
<td>3.35 (1.79-6.27)</td>
<td>.036</td>
</tr>
<tr>
<td>More than One</td>
<td>2.28 (1.08-4.84)</td>
<td>.031</td>
<td>2.58 (1.05-6.36)</td>
<td>.0002</td>
</tr>
<tr>
<td>Presence of an adult in the household</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00 (Ref)</td>
<td>-</td>
<td>1.00 (Ref)</td>
<td>-</td>
</tr>
<tr>
<td>Yes</td>
<td>1.14 (0.64-2.03)</td>
<td>.653</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Depressed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00 (Ref)</td>
<td>-</td>
<td>1.00 (Ref)</td>
<td>-</td>
</tr>
<tr>
<td>Yes</td>
<td>1.19 (0.76-1.87)</td>
<td>.450</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*aRef: Reference group.*

**Discussion**

**Principal Findings**

This is one of the first studies to report on social networking use via mobile phones among adolescents in South Africa. The data show that social networking use among a sample of adolescents in Soweto was associated with their source of spending money from either parents or others, longer duration of daily mobile phone use, and having more than one sexual partnership. In an analysis by sex, social networking was associated in both sexes with longer daily use of mobile phones, being sexually active and having multiple sexual partners.
Interestingly, for females, there was a relationship between social networking use and alcohol use. For males, social networking use was associated with longer daily use of mobile phones and having more than one sexual partner.

Despite Soweto being a typically lower socioeconomic community in South Africa, social network access was prevalent among 60% of adolescents, indicating the opportunity to introduce HIV risk reduction interventions via social networking platforms to young people in this setting. Mobile phones were the main point of social networking access for the majority of the adolescents. In developed settings like the United States, social networking has been shown to be a feasible tool for health research among adolescents [33]. Studies (Yonker et al, 2015) have also shown that using social networking among adolescents and young adults concerning their health choices has proven to be an essential medium of communication [34]. Magidson et al (2015) demonstrated the effective use of social networking to engage HIV positive adult men who have sex with men in care [35]. In sub-Saharan Africa, published literature on social networking among adolescent samples is limited.

In our study, we found that access to social networking was lower among adolescents with lower socioeconomic markers including less educational attainment, living in informal housing arrangements and no adult presence in the household. We also found that those adolescents accessing social networking were more likely to be older, sexually active, and using alcohol. Taken together, these findings indicate the excellent potential to reach adolescents in Soweto with HIV prevention interventions via social networking, particularly those with higher risk sexual behaviors including being sexually active, having more than one sexual partner, and those who use alcohol. However, it may be harder to reach adolescents facing lower socioeconomic hardships via social networking.

Among participants under age 18 years, almost a third reported alcohol use; although we did not measure the extent of use. Findings from the second South African youth risk behavior survey (2008) showed that half of school-going adolescents aged 13–19 years had ever used alcohol and a third having consumed alcohol in the past month. Two-thirds of social networking users reported alcohol use in the past 6 months. Of those who reported social networking, almost half were underage. Furthermore, half of female adolescents who consumed alcohol in the past 6 months were more likely to use social networking platforms [36].

The link between alcohol advertising and use among adolescents has been documented before; however, research conducted in the United States has shown conflicting evidence about the effect of media campaigns to reduce problematic alcohol use. There is evidence that links alcohol advertising with alcohol initiation [37]. Furthermore, there is evidence from the United States that exposure to friends’ accounts of alcohol use on social networking platforms could have an indirect effect on willingness to consume alcohol [38]. By extension it may be reasonable to assume that if adolescents were exposed to normative antialcohol interventions on social networking platforms, they may in turn become less likely to initiate or continue alcohol use. In this way, social networking platforms could allow targeting of specific populations for novel antialcohol interventions. Male adolescents are more likely to use alcohol at an early age but there has been an increase in the number of younger female adolescents consuming alcohol [39,40], which is a concerning trend because females are physiologically more at risk from the effects of alcohol use than males [41,42,43]. Young females are an emerging target market for alcohol producers [40]. Adolescent alcohol use has been described as a factor in female sexual assault and engaging in risky sexual behaviors [44,45]. Among social networking users, almost a third reported multiple sexual partnerships. Adolescents without sexual partners are a higher risk group for sexually transmitted infections [2]. However, multiple and concurrent sexual partnering is a risk factor for HIV only if condom use is inconsistent and if a partner is infected with HIV [46]. In South Africa, multiple and concurrent sexual partnerships has been associated with HIV infection among young people [2,47-50]. Of sexually active young people aged 15-24 years in South Africa, 22% had more than one sexual partner in the past 12 months [47]. Social networking applications can potentially be used to promote positive health messages through adolescent social networks.

**Limitations**

This study did not document the type of content that adolescents were accessing on the social networking platforms; therefore, we could not determine whether adolescents demonstrated health-seeking behaviors on these platforms. Social desirability bias may have affected variables, possibly underestimating self-reported risk behaviors. Social networking based health applications may not be broadly applicable but would be effective for subsets of the adolescent population who are able to obtain data bundles to access social networking sites. There were limitations to the survey items because we did not assess the level of alcohol use and concurrency of sexual partnerships.

**Conclusion**

Our study suggests evidence about mobile phone–based social networking use among adolescents in Soweto, South Africa, and beyond. We recommend that future research addresses social networking platforms as a means of disseminating health interventions including positive alcohol and sexual behavior messaging among adolescent populations in South Africa.
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Abstract

Background: Men who have sex with men (MSM), particularly MSM who identify as African-American or Black (BMSM), are the sociodemographic group that is most heavily burdened by the human immunodeficiency virus (HIV) epidemic in the United States. To meet national HIV testing goals, there must be a greater emphasis on novel ways to promote and deliver HIV testing to MSM. Obstacles to standard, clinic-based HIV testing include concerns about stigmatization or recognition at in-person testing sites, as well as the inability to access a testing site due to logistical barriers.

Objective: This study examined the feasibility of self-administered, at-home HIV testing with Web-based peer counseling to MSM by using an interactive video chatting method. The aims of this study were to (1) determine whether individuals would participate in at-home HIV testing with video chat–based test counseling with a peer counselor, (2) address logistical barriers to HIV testing that individuals who report risk for HIV transmission may experience, and (3) reduce anticipated HIV stigma, a primary psychosocial barrier to HIV testing.

Methods: In response to the gap in HIV testing, a pilot study was developed and implemented via mailed, at-home HIV test kits, accompanied by HIV counseling with a peer counselor via video chat. A total of 20 MSM were enrolled in this test of concept study, 80% of whom identified as BMSM.

Results: All participants reported that at-home HIV testing with a peer counseling via video chat was a satisfying experience. The majority of participants (13/18, 72%) said they would prefer for their next HIV testing and counseling experience to be at home with Web-based video chat peer counseling, as opposed to testing in an office or clinic setting. Participants were less likely to report logistical and emotional barriers to HIV testing at the 6-week and 3-month follow-ups.

Conclusions: The results of this study suggest that self-administered HIV testing with Web-based peer counseling is feasible and that MSM find it to be a satisfactory means by which they can access their test results. This study can serve as a general guideline for future, larger-scale studies of Web-based HIV test counseling for MSM.

(JMIR Public Health Surveill 2016;2(2):e170) doi:10.2196/publichealth.6377
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Introduction

Background

Men who have sex with men (MSM), and in particular, MSM who identify as African-American or Black (BMSM), historically have been, and continue to be, the group most heavily impacted by the human immunodeficiency virus (HIV) epidemic in the United States [1,2]. While MSM comprise approximately 2% of the US population, 67% of all new HIV diagnoses in 2014 occurred among men who identify as gay, bisexual, or same gender loving [3]. President Obama’s Updated National HIV/AIDS Strategy calls for expanded efforts to prevent HIV by using a combination of effective, evidence-based approaches to improve uptake of HIV prevention and treatment strategies [4]. While there have been advances in improving the adoption of these strategies among MSM [5-8], there continues to be an urgent need for further work that addresses the issue of access to comprehensive HIV care services, including HIV testing, for this population.

For MSM, the most commonly cited barriers to clinic- or office-based HIV testing include logistical concerns (eg, inconvenience of a testing site’s hours of operation [9]) and psychosocial issues (eg, fear of discrimination, disclosure of one’s sexual identity [10]). Pertinent social determinants of MSM’s health, including perceived sexual orientation–based stigmatization by medical professionals, and associated mistrust of the medical community, act as barriers to accessing HIV care, including routine HIV testing and counseling. Indeed, there is evidence that fear of stigmatization may negatively impact patients’ health-related quality of life, adherence to treatment regimens, and HIV risk behaviors [11]. In light of the facts that (1) HIV testing is a critical entry point to engagement in HIV care, and (2) multiple barriers discourage MSM from routinely HIV testing, it is worth exploring novel, nonstandard approaches to offering HIV testing services to this population.

In an effort to expand upon current testing approaches, alternative venue HIV prevention outreach efforts that target MSM have emerged. These approaches include behavioral education programs focused on HIV testing uptake, mobile HIV testing in public and semipublic places (eg, parks, streets, community spaces), and linking HIV testing with lesbian, gay, bisexual, and transgender–identified services (eg, community centers) [12]. While beneficial, it is of concern that these approaches may not reach MSM who are not open about their sexual orientation and/or behavior, those who are younger, and those who report less education [13], as well as MSM who would prefer to test in the privacy of their own home [14]. Alternative routes to HIV testing and counseling that are easy to access, offer relative anonymity, can be conducted at home, and offer support by a peer educator may be particularly appealing for MSM.

There exists evidence for the benefits of incorporating Internet delivery as a modality for increasing HIV testing uptake. A recent systematic review of Web-, mobile phone–, and social media–based interventions to address the HIV continuum of care by Muesig et al [15] found that 5 Web-based HIV testing interventions had been published, and that an additional 8 were currently in development. Included in the review was a social media–based HIV testing intervention, Project Hope, which randomly assigned peer leaders to deliver either HIV information and promotion of free home-based HIV tests (ie, intervention) or general health information (ie, control) via social media [16]. Young et al [16] found that the intervention group participants were more likely to request home-based HIV testing kits, and take and return test kits than control participants. A number of additional Web-based studies [17-20] with similar formats to those mentioned above (Web-, mobile phone–, and social media–based) aimed at promoting HIV testing exist, but according to Schnall et al [21], they vary greatly with respect to study quality, and the majority, unlike Project Hope, aim to increase rates of clinic-based HIV testing. One such example is a Web-based HIV testing intervention by Bauermeister and colleagues [22], which offered tailored, motivational content around HIV sexually transmitted infections (STIs) testing as well as a testing locator to MSM. While Bauermeister et al [22] found that those who received the intervention (compared with those who received the testing locator only) were more likely to visit an HIV/STI testing clinic, it is possible that some participants still may have not tested due to barriers to clinic-based testing. Like Bauermeister et al, Zou et al [23] found that active (eg, instant messaging, chat rooms, mobile phones, email) promotion methods were more effective at promoting HIV testing than passive (eg, posters) methods. Taken together, previous Web-based studies of HIV testing point to the usefulness of the Internet’s reach, as well as the importance of active methods to promote HIV testing; however, most studies were structured around motivating participants to access clinic-based testing rather than bringing testing directly to individuals by mailing test kits.

Now that there are at-home HIV test kits available, more should be done to understand how the Internet can augment and improve the experience of HIV testing at home. According to Katz et al [24], who conducted a study on the acceptability and ease of use of at-home HIV test kits among MSM, 96% of MSM found the test kits very easy to use, while the remaining participants found them somewhat easy to use. The majority of participants in Katz et al’s study [24] requested additional kits after the first. Choko et al [25] found in their study on the uptake and accuracy of at-home, oral HIV test kits that accuracy was good, though approximately 10% of participants made minor procedural errors and 10% reported wanting or needing supervisory support. Based on the previously mentioned review of prior Web-based HIV testing interventions, as well as the evidence of the accuracy, acceptability, and ease of use of at-home testing, offering Web-based HIV counseling to accompany at-home HIV testing experiences appears to be a relatively untapped area for intervention development.

Study Objectives

The current study examined the feasibility of self-administered, at-home HIV testing with Web-based peer counseling to MSM by using an interactive video chatting method (eg, Skype, Google Hangouts, FaceTime). The primary aim was to conduct a test of concept study to determine whether individuals would participate in at-home HIV testing with video chat–based test counseling with a peer counselor. A secondary aim was to gather
preliminary evidence that this testing modality could (1) address logical barriers to HIV testing that individuals who report risk for HIV transmission may experience, and (2) reduce anticipated HIV stigma, a primary psychosocial barrier to HIV testing. Pre- and posttesting assessments were used to evaluate changes in variables of interest, including barriers to HIV testing and anticipated HIV stigma.

**Methods**

**Participants**

Recruitment occurred through word of mouth, phone call-ins, and Web-based advertisements on dating websites for gay and bisexual men. Recruitment targeted BMSM in particular, though MSM who were not Black/African-American but had heard about the study via word of mouth and expressed interest were still invited to participate. Participants were recruited over a 3-month period from January to March 2015. To be eligible, participants reported having condomless anal sex with a man in the past 6 months; having an HIV negative or unknown status; being at least 18 years of age; having access to a computer, tablet, mobile phone, or other device with video chatting capabilities and Internet/mobile service; and agreed to receive an HIV test kit via mail. Twenty men in the Atlanta, GA metropolitan area provided informed consent and were enrolled. Of those, 18 participants completed the 6-week and 3-month follow-up assessments. Participants were provided monetary incentives for completing survey assessments, specifically US $35 for completing the baseline appointment and US $25 for each follow-up appointment. All study procedures were approved by the University of Connecticut institutional review board.

**Sequence of Study Events**

First, participants who expressed interest in the study completed a consent appointment via a phone call with the peer counselor. The peer counselor shared many of the same demographic characteristics with the majority of the study participants (eg, race/ethnicity, approximate age, gender, sexual orientation, and geographic location) and had the state of Georgia pre- and posttest HIV counseling certification. During the consent appointment, participants were explained the study procedures, read the consent form, were invited to ask questions, and provided consent via a mobile consenting process where participants typed their name into an electronic consent form that was emailed to them. Upon completing the consent procedures, participants were scheduled for their baseline appointment and were mailed an HIV test to a location of their choice. The arrival of the HIV test kit and the baseline appointment were both scheduled for the same day. The type of HIV test that was mailed to participants was the ORAQuick ADVANCE Rapid HIV-1/2 Antibody Test by OraSure Technologies, Inc. This test was selected due to its Clinical Laboratory Improvement Amendments waiver, meaning that it is approved for use outside of laboratory settings.

During the baseline appointment, which occurred via video chatting (eg, Skype, FaceTime), participants engaged with the peer counselor in pretest HIV counseling, self-administration of the HIV test (with guidance from the peer counselor), a survey assessment using audio computer-assisted self-interview software (which was completed during the running of the HIV test and took approximately 25 minutes to complete), and posttest HIV counseling. All study procedures, including the self-administration of the HIV test and the baseline survey assessment, were completed during the video chat sessions. The first study appointment took approximately 45 minutes to complete.

The peer-delivered counseling was comprised of content with multiple themes. With the peer counselor’s guidance and taking a harm reduction approach, participants worked through a practical and tailored sexual reduction plan based on their reported HIV risk-taking behaviors. Moreover, substance use (ie, alcohol and drug use) in the context of sexual risk taking was assessed and incorporated into the counseling session. Social, emotional, and structural barriers, including anticipated HIV stigma, to engaging in routine HIV testing were evaluated, discussed, and problem solved. In addition, proper referrals to additional services, as needed, were provided by the peer counselor.

The follow-up appointments were completed via a phone call with noncounseling staff members. During the follow-up appointments, the assessment questions and response sets were read to participants and participants provided their answers. Each follow-up appointment took approximately 25 minutes to complete.

**Measures**

**Sociodemographic Characteristics**

Participants were asked to report on their age, years of education, employment status, marital status, income level, race/ethnicity, and sexual orientation (ie, whether they identified as same gender loving/gay, bisexual, or heterosexual). Further, participants were asked to report whether they had ever taken an HIV test, and if so, the date of their last HIV test (reported in number of months between date of appointment and date of last test).

**Feasibility, Acceptability, and HIV Testing Outcomes**

Feasibility of recruiting for the study was assessed by tracking the number of men approached, the number who agreed to participate, and the number deemed eligible. Participants’ rates of retention were based on whether they completed the 6-week and the 3-month follow-up sessions. At the end of the study, participants were asked to answer questions regarding their satisfaction with their experience conducting HIV testing via video chatting. Items included: “Would you like to test for HIV at home with video chat-based peer counseling again?” and “Would you recommend testing for HIV at home with video chat-based peer counseling to one of your friends?” Items were dichotomous, 0=no, 1=yes. Also included was “Would you prefer your next HIV test to be in person at an office or at home with peer counseling via video chat?” Response options included “an office” or “at home with video chat-based peer counseling.” Further, participants were asked to rate how satisfied they were with their experience testing at home with video chat-based peer counseling. This item ranged from 0 (not satisfied) to 2 (very satisfied). Additionally, HIV test results, as well as the
location of the participants during testing (eg, dorm room, bedroom) were reported.

**Barriers to HIV Testing**

Participants’ barriers to HIV testing—including structural barriers, such as lack of transportation and distance to testing site, as well as concerns regarding confidentiality and fear of testing HIV positive—were assessed using the Barriers to HIV Testing scale [26]. Items included: “The testing site is too far away” and “I am concerned about how I will be treated at the testing site.” Items were rated on a Likert-type scale from 1 (strongly disagree) to 6 (strongly agree).

**Anticipated HIV Stigma**

We assessed the extent to which participants anticipated negative intra- and interpersonal consequences of testing HIV positive in the future using 5 items adapted from the Anticipated HIV Stigma scale [27]. Items included: “I would feel I let myself down if I ever got infected with HIV,” “If I got infected with HIV, no one would date me,” and “I would feel I were not as good a person as others if I got HIV.” All items were rated on a Likert-type scale from 1 (strongly disagree) to 6 (strongly agree).

**Data Analysis**

Due to the small sample size, both t tests and effect sizes—specifically Cohen’s $d$ [28]—were used to assess treatment effects at the 6-week and 3-month posttest assessments. Cohen’s $d$ was calculated using pre- and posttest scores (at both the 6-week and 3-month assessments) for individual anticipated stigma and barriers to treatment items. This approach was done primarily to understand which barriers to HIV testing, specifically, this modality impacts, and to determine whether anticipated stigma from various sources (eg, family, friends, romantic or sexual partners) are differentially affected by at-home, self-administered HIV testing with video chat–based peer counseling.

In prior research of this nature, Cohen’s $d$ values larger than 0.30 (or 0.30) have been considered to be medium effect sizes and indicate potential change between baseline and follow-ups [29]. Results of significant $t$ tests, as well as effect sizes above 0.30 (or below $-0.30$), are reported for the 6-week and 3-month outcomes in the proceeding text.

**Results**

**Sociodemographic Characteristics**

Seventy percent (14/20) of men identified as gay, homosexual, or same gender loving, and the remaining 30% (6/20) identified as bisexual. Eighty percent (16/20) identified as Black, non-Hispanic or Latino, 15% (3/20) identified as White, non-Hispanic or Latino, and the remaining individual (1/20, 5%) identified as White, Hispanic or Latino. On average, participants were approximately 28 years of age. Of participants, 100% (20/20) were single, and the majority of participants reported that they were currently working (16/20, 80%). The average length of time since participants’ last HIV test was approximately 12 months (SD=22.9). Of participants, 85% (17/20) had taken at least 1 HIV test in the past (Table 1).

**Feasibility, Acceptability, and HIV Testing Outcomes**

Fifty potential participants were screened and described the study opportunity; 15 individuals were screened out based on eligibility criteria, and 7 declined to participate. Twenty-three participants (23/50, 46%) were interested and agreed to participate. Of the 23 men who agreed, 87% (20/23) completed the HIV testing appointment and 90% (18/20) were retained at follow-ups.

Participants’ responses to the satisfaction items demonstrated that all participants found at-home HIV testing with video chat–based peer counseling to be satisfying. All participants reported that they would like to participate in at-home HIV testing with peer counseling via video chat in the future (18/18, 100%) and that they would recommend this modality to one of their friends (18/18, 100%). Further, 72% of participants (13/18) said that they would prefer for their next HIV test to be self-administered at home with counseling from a peer via video chat, as opposed to in a clinic or an office setting (Table 2).

Participants were able to take their HIV tests in a variety of locations, including in their homes (12/20, 60%), in their garages (1/20, 5%), on their porches (1/20, 5%), in dorm rooms (2/20, 10%), at friends’ houses (2/20, 10%), at work (1/20, 5%), and in their car (1/20, 5%). All participants tested HIV negative (20/20, 100%) during the counseling session (Table 3). Further, qualitative observations highlighted that participants frequently reported the importance of being able to administer at-home HIV tests and engage in HIV test counseling via video chat with a peer counselor in a variety of locations. Overwhelmingly, participants reported that they did not want others to know they were taking an HIV test, and that this HIV testing and counseling methodology allowed for greater flexibility in testing location and for control regarding their privacy (ie, who would know that they were testing).

**Barriers to HIV Testing**

Participants were less concerned about how they would be treated by people at the testing site at the 6-week posttest ($d=0.34$) than at baseline. Similarly, a number of medium effect sizes emerged at the 3-month follow-up, including less concern regarding (1) lack of transportation ($d=0.31$), (2) testing sites being too far away ($d=0.32$), (3) how they will be treated at the testing site ($d=0.37$), and (4) finding out the results of their HIV tests ($d=0.37$). For each of these items, participants’ barriers were reduced from baseline to the 3-month posttest (Table 4). A second qualitative observation included noting that participants reported the video chat–based peer counseling component of their HIV testing experiences as an important and helpful opportunity to troubleshoot barriers to HIV testing in the future.
Table 1. Demographic characteristics of men who have sex with men (MSM) recruited from the Atlanta, GA, area for HIV testing via video chat.

<table>
<thead>
<tr>
<th>Demographic information</th>
<th>Mean (range) or n</th>
<th>SD or %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (range), SD</td>
<td>28.05 (20-44)</td>
<td>6.80</td>
</tr>
<tr>
<td>Education, mean (range), SD</td>
<td>2.15 (1-4)</td>
<td>1.23</td>
</tr>
<tr>
<td>Income, mean (range), SD</td>
<td>3.20 (1-7)</td>
<td>1.80</td>
</tr>
<tr>
<td><strong>Sexual orientation, n, %</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay/homosexual/same gender loving</td>
<td>14</td>
<td>70</td>
</tr>
<tr>
<td>Bisexual</td>
<td>6</td>
<td>30</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n, %</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic or Latino</td>
<td>16</td>
<td>80</td>
</tr>
<tr>
<td>White, non-Hispanic or Latino</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>White, Hispanic or Latino</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td><strong>Gender, n, %</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19</td>
<td>95</td>
</tr>
<tr>
<td>Transgender female</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td><strong>Marital status, n, %</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>Domestic partnership/Civil union</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Employment status, n, %</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>Working</td>
<td>16</td>
<td>80</td>
</tr>
<tr>
<td>Time since last HIV test in months, mean (range), SD</td>
<td>12.31 (1.07-95.40)</td>
<td>22.93</td>
</tr>
<tr>
<td><strong>Have you ever taken an HIV test in the past? n, %</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17</td>
<td>85</td>
</tr>
<tr>
<td>No</td>
<td>3</td>
<td>15.0</td>
</tr>
</tbody>
</table>

Table 2. Participants’ satisfaction with at-home HIV testing with peer counseling via video chat at the 3-month follow-up.

<table>
<thead>
<tr>
<th>Patient satisfaction questions</th>
<th>Mean (range) or n</th>
<th>SD or %</th>
</tr>
</thead>
<tbody>
<tr>
<td>How satisfied were you with at-home HIV testing with video chat-based peer counseling? mean (range), SD</td>
<td>1.89 (0-2)</td>
<td>0.32</td>
</tr>
<tr>
<td>Would you like to test for HIV at home with video chat–based peer counseling again? mean (range), SD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18</td>
<td>100</td>
</tr>
<tr>
<td>No</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Would you recommend testing for HIV at home with video chat–based peer counseling to one of your friends? mean (range), SD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18</td>
<td>100</td>
</tr>
<tr>
<td>No</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Would you prefer your next HIV test to be in person at an office or at home with video chat–based peer counseling? mean (range), SD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At an office</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>At home with video chat-based peer counseling</td>
<td>13</td>
<td>72</td>
</tr>
</tbody>
</table>
Table 3. Participants’ HIV testing outcomes from at-home HIV testing with HIV counseling via video chat.

<table>
<thead>
<tr>
<th>Testing outcomes</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result of HIV test</td>
<td></td>
</tr>
<tr>
<td>HIV negative</td>
<td>20 (100)</td>
</tr>
<tr>
<td>HIV positive</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Location of HIV test</td>
<td></td>
</tr>
<tr>
<td>Home, general</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Home, in garage</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Home, on porch</td>
<td>1 (5)</td>
</tr>
<tr>
<td>In dorm room</td>
<td>2 (10)</td>
</tr>
<tr>
<td>At a friend’s house</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Inside of car</td>
<td>1 (5)</td>
</tr>
<tr>
<td>At work</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

Table 4. Means and standard deviations of the anticipated stigma and barriers to testing items at baseline, 6-week, and 3-month follow-ups.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline</th>
<th>6-week post</th>
<th>3-month post</th>
<th>6-week effect size</th>
<th>3-month effect size</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Barriers to testing items</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I don’t have transportation to site.</td>
<td>1.61</td>
<td>1.50</td>
<td>1.56</td>
<td>1.34</td>
<td>1.22</td>
<td>0.94</td>
</tr>
<tr>
<td>I don’t have enough time.</td>
<td>1.94</td>
<td>1.80</td>
<td>1.78</td>
<td>1.35</td>
<td>1.67</td>
<td>1.41</td>
</tr>
<tr>
<td>The testing site is too far away.</td>
<td>1.72</td>
<td>1.71</td>
<td>1.50</td>
<td>1.04</td>
<td>1.28</td>
<td>0.96</td>
</tr>
<tr>
<td>I don’t know where to go for testing.</td>
<td>1.39</td>
<td>1.24</td>
<td>1.33</td>
<td>0.97</td>
<td>1.72</td>
<td>1.67</td>
</tr>
<tr>
<td>I am concerned about how I will be</td>
<td>2.50</td>
<td>2.07</td>
<td>1.89</td>
<td>1.53</td>
<td>1.83</td>
<td>1.52</td>
</tr>
<tr>
<td>treated by people at the testing site.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have had a bad HIV testing experience</td>
<td>1.72</td>
<td>1.64</td>
<td>1.39</td>
<td>1.15</td>
<td>1.61</td>
<td>1.50</td>
</tr>
<tr>
<td>in the past.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can’t afford treatment, so why get</td>
<td>1.39</td>
<td>1.24</td>
<td>1.33</td>
<td>1.03</td>
<td>1.33</td>
<td>1.03</td>
</tr>
<tr>
<td>tested?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I don’t want to know the results.</td>
<td>2.11</td>
<td>2.03</td>
<td>1.72</td>
<td>1.57</td>
<td>1.50</td>
<td>1.20</td>
</tr>
<tr>
<td>People might recognize me at the testing site.</td>
<td>2.39</td>
<td>2.20</td>
<td>2.89</td>
<td>2.08</td>
<td>2.00</td>
<td>1.72</td>
</tr>
<tr>
<td>I am worried about my health information being kept confidential.</td>
<td>2.00</td>
<td>1.97</td>
<td>2.50</td>
<td>1.86</td>
<td>1.72</td>
<td>1.23</td>
</tr>
<tr>
<td><strong>Anticipated stigma items</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would let myself down if I ever got</td>
<td>5.17</td>
<td>1.30</td>
<td>5.56</td>
<td>0.71</td>
<td>5.22</td>
<td>1.31</td>
</tr>
<tr>
<td>infected with HIV.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would let my family and friends down</td>
<td>3.78</td>
<td>1.99</td>
<td>4.50</td>
<td>1.82</td>
<td>4.67</td>
<td>1.88</td>
</tr>
<tr>
<td>if I ever got infected with HIV.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If I got infected with HIV, no one</td>
<td>2.17</td>
<td>1.69</td>
<td>2.33</td>
<td>1.68</td>
<td>2.33</td>
<td>1.94</td>
</tr>
<tr>
<td>would date me.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If I got infected with HIV, men would</td>
<td>3.11</td>
<td>1.97</td>
<td>2.33</td>
<td>1.50</td>
<td>2.28</td>
<td>1.81</td>
</tr>
<tr>
<td>not want to have sex with me.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would feel I were not as good a</td>
<td>2.28</td>
<td>1.71</td>
<td>2.78</td>
<td>1.93</td>
<td>2.33</td>
<td>1.78</td>
</tr>
<tr>
<td>person if I got HIV.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Anticipated HIV Stigma
An effect size of $d=-0.37$ for the “I would let myself down if I ever got infected with HIV” item was noted, indicating that, at the 6-week follow-up, participants were more likely to feel that they would let themselves down if they ever got infected with HIV. Moreover, for the item “I would let my family and friends down if I ever got infected with HIV,” $d=-0.38$ at the 6-week follow-up and $d=-0.46$ at the 3-month follow-up, suggesting that participants were more likely to feel that they would let their family and friends down if they got infected with HIV at follow-ups than baseline. Further, there was a significantly different change in mean scores from pre- to 3-month posttest for this item, $t_{177}=1.6$, $P=.04$. For the item “If I got infected with HIV, men would not want to have sex with me,” $d=0.44$ at both the 6-week and 3-month follow-ups, meaning that participants were less likely to feel that getting infected with HIV would result in men not wanting to have sex with them at the follow-ups than at baseline (Table 4).

Discussion

Principal Findings
The results of this test of concept study suggest that at-home, self-administered HIV testing with peer counseling via video chat is well received and has the potential to benefit participants and to serve as a viable and novel HIV testing and counseling approach. A substantial number of the men who were asked to participate in this study did so and those who did participate found this new form of HIV testing and counseling to be a highly satisfying experience. Further, a majority of participants reported preferring this approach to testing over testing in an office setting in the future. All participants reported that they would like to test for HIV using this method again (ie, at home testing with peer counseling via video chat) and that they would recommend to their friends this method of HIV testing and counseling. These findings suggest that this HIV testing and counseling approach is well-received by MSM, which points to its potential to make an impact on improving HIV testing, and counseling. These findings warrant support for further study of at-home HIV testing and peer counseling via video chat.

The benefits of administering Web-based HIV counseling are numerous, including being less time-intensive and more convenient, as well as the relative anonymity for participants and the flexibility with which they can choose the location to take their tests [7,31]. Some participants in this study tested in places other than their homes, including in their cars, at their workplaces, in their garages, and at their friends’ homes. However, it is important to note that not all participants were encouraged to find a safe and comfortable place to test where their privacy could be protected. In cases where participants lived with relatives or friends, the ability to take their tests outside of the home was beneficial for maintaining their privacy and the Web-based, video chatting format of the counseling did well to allow for this important flexibility.

Interestingly, a number of moderate effect sizes were found, including a notable decrease in barriers to testing, namely logistical (eg, transportation) and psychosocial (eg, fear of discrimination or being recognized at the testing site) barriers [32-34]. The present study is a pilot study with a small sample size, and, as such, these results should be interpreted with caution; however, they provide preliminary support for findings that could be further evaluated by larger scale studies. In previous research, these barriers have been identified as places of weakness in the HIV continuum of care, particularly for the most vulnerable communities (eg, BMSM), for whom the burden of undetected HIV infection strongly persists [2,35,36]. Arguably, these barriers may have been lessened because of the Web-based nature of this study. It is possible that by introducing participants to an alternative route to HIV testing (ie, testing at home with video chat–based peer counseling) previously held logistical or stigma-related concerns about accessing HIV testing were abated. Further, the peer counselors worked to problem solve barriers to seeking out local HIV testing sites during the counseling sessions.

This study found that anticipated HIV stigma both increased and decreased from pre- to posttest. While participants were more likely to feel that they would let their family and friends down if they were to be infected with HIV in the future, they were less likely to report that men would not want to have sex with them if they became infected with HIV. It is possible that exposure to new HIV knowledge or having conversations with a peer educator about HIV stimulated newfound anxiety among the participants regarding their HIV vulnerability and/or having to manage telling family and friends about an HIV diagnosis. As part of the sexual risk reduction portion of the counseling experience, however, participants conversed with the peer educator about partner selection strategies, which may have led to the decreased scores related to HIV stigma from romantic or sexual partners at the 6-week and 3-month posttests. This decrease in anticipated HIV stigma is important because research has indicated that HIV stigma negatively impacts the health of MSM by limiting access to health care, discouraging routine HIV testing, and contributing to stress, social isolation, and risky sex behaviors [37-40]. Future testing modalities of this nature should include discussions concerning not only sexual and romantic partners, but family and friends as well [41].

Strengths and Limitations
To our knowledge, this is the first test of concept of at-home HIV testing with video chat–based peer counseling for MSM. This study adds to the extant literature by identifying the feasibility of HIV test counseling via video chat. One strength of the current study’s sample is that the majority of participants identified as African-American or Black. The need for novel HIV testing strategies for BMSM is urgent given the alarmingly high rates of HIV among this community, and the presently assessed modality—at-home, self-administered HIV testing with peer counseling via video chat—was well-received by BMSM. However, it is also worth noting that the study used surveys, which relied on self-reporting of potentially sensitive experiences and behaviors and, therefore, may be prone to bias. Additionally, social desirability bias may have impacted the results of the study by affecting study satisfaction–related outcomes, among other study data points. Further, participants were asked whether they wanted their next HIV test to be at an
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office or at home with video chat–based peer counseling, but did not provide participants with other testing venue options to choose from (eg, community clinic). Another important limitation to the study is the cost associated with at-home HIV test kits. Given the expense of personally purchased, at-home HIV test kits, community-based organizations must provide test kits for uptake of the proposed testing strategy.

Protocols were developed and put in place to support participants testing HIV positive during the HIV testing piece of the video chat–based peer counseling. Specifically, our procedures for providing participants who test HIV positive appropriate support and linkage to care included the following multiple steps: (1) the provision of Center for Disease Control–based post-HIV test counseling for individuals testing HIV positive; (2) evaluation of mental health status and referral to immediate or delayed care as determined by the counselor; (3) linkage to long-term HIV care organization of the counselor's referral and/or the participant’s choice; (4) the arrangement of initial HIV care appointment by the counselor; (5) review with participant, as needed, services provided by selected HIV care organization (eg, health insurance assistance, substance use and mental health treatment, housing, transportation, support groups, medication counseling, transportation, etc); (6) re-contacting the participant 2 days, 2 weeks, and 2 months posttesting appointment to ensure proper follow-up care and to problem solve obstacles; and (7) report test results to the State Health Department (additional details on at-home HIV testing protocol can be obtained by contacting the primary author of this manuscript). Though we had these procedures in place, all participants in our sample tested HIV negative. It is possible that the study results were impacted by this particular outcome. Future studies are needed to assess the successes and challenges of linking individuals who test HIV positive to care.

Conclusions

By assessing the acceptance and feasibility of at-home, self-administered HIV testing with video chat–based peer counseling among this population, this study gains a key insight as to how such an intervention can be best delivered to individuals in need of HIV testing and counseling, but who may not have access to or who may not prefer more common routes to testing and other services, including clinic-based services. The study demonstrated feasibility, and the participants were satisfied with their experiences, indicating not only that this testing and counseling modality could likely be replicated, but also that a Web-based, video chat approach to HIV counseling is acceptable to participants. Given the paucity of alternative venue HIV testing locations available to MSM, as well as the number of MSM who are not able or willing to access services, this study is an important step toward filling an unmet need.
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Abstract

Background: Traditional epidemiological research methods exhibit limitations leading to high logistics, human, and financial burden. The continued development of innovative digital tools has the potential to overcome many of the existing methodological issues. Nonetheless, Web-based studies remain relatively uncommon, partly due to persistent concerns about validity and generalizability.

Objective: The objective of this viewpoint is to summarize findings from methodological studies carried out in the NutriNet-Santé study, a French Web-based cohort study.

Methods: On the basis of the previous findings from the NutriNet-Santé e-cohort (>150,000 participants are currently included), we synthesized e-epidemiological knowledge on sample representativeness, advantageous recruitment strategies, and data quality.

Results: Overall, the reported findings support the usefulness of Web-based studies in overcoming common methodological deficiencies in epidemiological research, in particular with regard to data quality (eg, the concordance for body mass index [BMI] classification was 93%), reduced social desirability bias, and access to a wide range of participant profiles, including the hard-to-reach subgroups such as young (12.30% [15,118/122,912], <25 years) and old people (6.60% [8112/122,912], ≥65 years), unemployed or homemaker (12.60% [15,487/122,912]), and low educated (38.50% [47,312/122,912]) people. However, some selection bias remained (78.00% (95,871/122,912) of the participants were women, and 61.50% (75,590/122,912) had postsecondary education), which is an inherent aspect of cohort study inclusion; other specific types of bias may also have occurred.
Conclusions: Given the rapidly growing access to the Internet across social strata, the recruitment of participants with diverse socioeconomic profiles and health risk exposures was highly feasible. Continued efforts concerning the identification of specific biases in e-cohorts and the collection of comprehensive and valid data are still needed. This summary of methodological findings from the NutriNet-Santé cohort may help researchers in the development of the next generation of high-quality Web-based epidemiological studies.

(JMIR Public Health Surveill 2016;2(2):e160) doi:10.2196/publichealth.5880
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Introduction

Advances in knowledge on health and disease strongly rely on the availability, quality, and comprehensiveness of data from prospective cohort studies with very large population-based samples. Such studies are particularly important for the exploration of research hypotheses that do not lend themselves to randomized trials.

Traditional methods of data collection in large epidemiological studies (paper-and-pencil questionnaires, face-to-face interviews, and telephonic interviews) require immense resources in terms of logistics (mailing, preparation and postage, transportation, etc); personnel (interview staff, administrative help, data entry, and data quality control); and resources (printing paper, heavy-duty printers, toner cartridges, etc). In addition, traditional methods likely make study participation burdensome (eg, mailing back questionnaires, organizing appointments, transportation time to get to examination centers). As traditional epidemiological studies have been witnessing a steady decline in response rates over the last few decades [1] that has resulted in concerns about selection bias and representativeness, alternative strategies for the recruitment and follow-up of participants are gaining momentum. Although self-selection bias does not systematically lead to erroneous conclusions in etiological research, it has major implications for investigations focusing on social determinants and for descriptive and prevalence studies [2]. Furthermore, limitations of traditional methods include interviewer-related biases and a high susceptibility to errors during data entry.

Although both traditional and e-epidemiological research relies on volunteers, the use of innovative, computerized tools could provide highly pertinent future directions [3-7]—especially in France, where 82% of the population has an access to the Internet [8].

Currently, most existing e-cohorts include young women as target populations, and are characterized by a high proportion of well-educated volunteers [9-14]. Thus far, few studies have evaluated e-cohorts with respect to participant selection processes or sociodemographic profiles, or have validated tools for Web-based epidemiological research [15-17].

In this context, the aim of this work was to compile methodological research findings from validation studies based on the ongoing NutriNet-Santé e-cohort with >100,000 participants enrolled till date.

Methods

General Description of the NutriNet-Santé Study

The NutriNet-Santé study [18] is a Web-based cohort launched in France in 2009, with a planned 10-year follow-up. Its main objective was the comprehensive investigation of the relationship between multiple aspects of nutrition and health [18]. Participants were recruited through a combination of Web-based and traditional recruitment strategies such as television and radio broadcasts, newspaper advertising, and flyer distribution. A secured website was used as a platform for study inclusion, data collection, and follow-up [19]. Inclusion criteria were residence in France, age ≥18 years, and access to the Internet. Participants were followed via the Internet and were asked to complete Web-based questionnaires on a regular basis. The study was approved by the ethics committee of the French Institute for Health and Medical Research (IRB INSERM n° 000388 FWA0005831) and by the National Commission on Informatics and Liberty (CNIL. n°9008450 and n° 909216).

All subjects signed an electronic informed consent. All data collection instruments were Web-based and provide the participants with general instructions as well as automated alerts (text, pictures, and error messages) designed to improve the accuracy and completeness of the responses.

Sociodemographic Data

Sociodemographic data (age, gender, education, marital status, number of children, geographical region, and occupational status) were collected via Web-based questionnaires.

Participants were also asked to complete questionnaires inquiring about motives for participation (“Would you have participated to the NutriNet-Santé study if it was not Internet-based?” [yes or no]), computer and Internet skills, and channels of recruitment. They were also asked to provide part of their 15-digit national identification number (personal Social Security number).

A study was conducted to compare the self-administered Web-based version of the sociodemographic questionnaire with a traditional paper version among 147 participants (paper first, n=76; Web-based first, n=71).

Dietary Data

Dietary data were collected at inclusion and on a biannual basis via a set of 3 24-h records (24 h) and randomly allocated over a 2-week period, including 2 weekdays and 1 weekend day. Participants reported all foods and beverages (type and quantity) consumed at each meal (breakfast, lunch, and dinner) or any...
other eating occasion during a 24-h period. Each food or beverage item consumed was entered into the system via a food browser or a search engine. Additional information about time and place of eating were also collected. Portion sizes were estimated on the basis of the estimated weight of a food item, purchase units or of photographs from a validated picture booklet [20], reflecting more than 250 generic foods corresponding to more than 2000 specific food items, presented in 7 different portion sizes. Nutrient intakes were calculated using the ad hoc NutriNet-Santé composition table including more than 2000 foods and beverages [21]. In addition to the 24-h dietary records, a previously validated semiquantitative food-frequency questionnaire was proposed to the NutriNet-Santé participants 6 months after study inclusion [22]. A validation study was conducted to evaluate the quality of the data collected via the 24-h dietary record tool against 24-h urinary and plasma biomarkers [23,24]. A total of 199 adult volunteers were included, who completed 3 24-h dietary records and provided 2 urine samples and 2 blood samples concomitant with the first and third 24-h dietary record. Figure 1 illustrates the design of this validation study in a detailed manner.

Beyond the objective validity of the 24-h tool, we also carried out a comparative study to evaluate the concordance of results obtained by the 24-h Web tool with results obtained via telephonic interviews conducted by a dietician (which is the reference method used when a traditional mode of survey is administered) [25]. This study also included a comparison of the estimated financial cost related to the implementation and use of the Web-based 24-h dietary records with the cost related to the standard assessment involving dieticians.

**Figure 1.** Design of the dietary data validation study, NutriNet-Santé, 2013 (N=199).

**Anthropometric Data**

Anthropometric data including weight, height, restrictive dieting, and weight history were collected through a self-administered questionnaire at inclusion and annually thereafter. In addition, a subsample of participants (n=20,000) completed clinical evaluations and biological sampling during clinic visits held throughout France. During these visits, participants underwent a clinical examination including weight, height, waist circumference, hip circumference, and bioimpedance measurements. In order to evaluate the quality of the self-reported anthropometric data, a random subsample of all participants with a scheduled clinical examination were asked to complete a Web-based anthropometric questionnaire 3 days before their appointment (November 2011-July 2012) [26]. Among this subsample of participants, a further subsample was randomly selected and asked to verbally report their height and weight to a trained technician on the day of the examination before being measured.

An additional comparative study was set-up in order to compare the Web-based anthropometric questionnaire with a paper-based version of the same questionnaire [27].

**Statistical Analyses Performed in the Different Validation Studies**

In order to provide a detailed presentation of the sociodemographic profiles of the study population, characteristics of 122,912 NutriNet-Santé participants (recruited between 2009 and 2014) were compared with data from the French 2009 Census [28]. Moreover, the impact of a statistical weighting method developed to enhance the representativeness of descriptive or analytical results was evaluated, using the SAS macro “CALMAR (CALage sur MARges)” provided by the Institut national de la statistique et des études économiques (INSEE) [29]. This macro was developed to recover a population-representative sample from nonrepresentative samples obtained by surveys by weighting individual data using ancillary information. In the study on demographic data in the NutriNet-Santé cohort, weights were calculated based on gender, age, birthplace, educational level, occupation, marital status, presence of children in the household, and area of residence.

Dietary data in the NutriNet-Santé cohort were compared with nationally representative data from the cross-sectional Etude Nationale Nutrition Santé (ENNS, 2006-2007), including 2754 French adults aged 18-74 years [30].

In both studies, reported dietary intakes from 3 (nonconsecutive days over a 2-week period, including 2 weekdays and 1 weekend day) 24-h dietary surveys (computerized records in the
NutriNet-Santé study and telephone recalls in the ENNS) were weighted using the French Census estimates. The same food composition table was used to estimate nutrient intakes in both samples.

Several statistical indicators were used to analyze the data including means, standard errors of the mean, intraclass correlation coefficients (ICCs), kappa coefficients, and Spearman correlation coefficients. Self-reported dietary intakes of protein, potassium, and sodium were compared with intakes estimated on the basis of urinary biomarkers, using a validated log-ratio formula [23]. Both simple Spearman correlation coefficients and coefficients adjusted for age, BMI, smoking, education, energy intake, alcohol consumption, and use of dietary supplements were calculated.

**Results**

**Summary**

Our findings are based on 12 studies investigating characteristics and representativeness of the sample [28], comparison of dietary data with national findings [31], recruitment [32], motives for participation [33], Internet or computer skills [34], and quality of the data [23-27,35,36].

**Characteristics and Representativeness**

The gender ratio (females:males) in the e-cohort was 5:3 and the average age of participants at inclusion was 42.6 (SD 14.6) years. A small proportion, that is, 5.00% (6208/122,912) of participants were born outside of France, 31.40% (38,606/122,912) had university-level education, 70.80% (87,048/122,912) were married or cohabiting, and 65.80% (80,934/122,912) did not have children aged under 18 years in their household. Figure 2 presents the crude (unweighted) sociodemographic characteristics of the NutriNet-Santé study population in comparison with the French Census data from 2009 [28]. The NutriNet-Santé sample was relatively similar to the national data concerning the geographical area of residence and the presence of children in the household. Similarly, the age distribution up to 65 years resembled the respective data observed in the general French population. However, important discrepancies were observed concerning gender, education, and occupation. Some subgroups are highly underrepresented in the e-cohort (eg, farmers), limiting the effectiveness of the weighting method and thus the generalizability. It is noteworthy that the proportion of volunteers who were unemployed or homemakers or disabled was higher in the NutriNet-Santé sample than in the general French population.

**Comparison of Dietary Data With National Findings**

A comparison of dietary intake in the NutriNet-Santé and the nationally representative ENNS is shown in Figure 3 and Table 1 [31].

The comparison revealed that the consumption of fruits and vegetables and fish and seafood was higher in the NutriNet-Santé cohort. In contrast, the consumption of potatoes and pulses, meat and eggs, and nonalcoholic beverages was significantly lower in the NutriNet-Santé cohort than in the ENNS.
Figure 2. Comparison of the sociodemographic characteristics of NutriNet-Santé (2009-2014) subjects (N=122,912) with French census data. Gray bars denote NutriNet-Santé subjects. Black bars denote French Census estimates (2009) for individuals aged 18 years and above in metropolitan France from INSEE. All differences between NutriNet-Santé subjects and the Census estimates were statistically significant (all chi-square–test P values were <.001). 1France: including Corsica and overseas territories. 2Single: never-married, widowed, divorced, or separated. 3Geographical distribution based on the Zone d'études et d'aménagement du territoire (ZEAT) defined by INSEE. INSEE: Institut national de la statistique et des études économiques.
Table 1. Intake of nutrients in the NutriNet-Santé study (2009-2010, N=49,443) and the nationally representative survey (ENNS, 2006-2007, n=2754)\textsuperscript{a,b}.

<table>
<thead>
<tr>
<th>Nutritional indicators</th>
<th>Men</th>
<th>ENNS\textsuperscript{c}</th>
<th>Women</th>
<th>NutriNet-Santé</th>
<th>ENNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total energy (Kcal/d)</td>
<td>2326.31 (5.79)</td>
<td>2388.67 (27.70)</td>
<td>1767.94 (2.21)</td>
<td>1713.69 (14.02)</td>
<td></td>
</tr>
<tr>
<td>Total carbohydrates (g/d)</td>
<td>238.61 (0.69)</td>
<td>246.11 (3.33)</td>
<td>184.04 (0.27)</td>
<td>180.35 (1.69)</td>
<td></td>
</tr>
<tr>
<td>Total lipids (g/d)</td>
<td>97.11 (0.32)</td>
<td>98.44 (1.27)</td>
<td>75.95 (0.13)</td>
<td>73.30 (0.74)</td>
<td></td>
</tr>
<tr>
<td>Protein (g/d)</td>
<td>96.13 (0.26)</td>
<td>98.31 (1.13)</td>
<td>75.72 (0.10)</td>
<td>74.10 (0.70)</td>
<td></td>
</tr>
<tr>
<td>Dietary fiber (g/d)</td>
<td>21.30 (0.08)</td>
<td>19.12 (0.30)</td>
<td>18.17 (0.03)</td>
<td>16.10 (0.19)</td>
<td></td>
</tr>
<tr>
<td>Calcium (mg/d)</td>
<td>1028.98 (3.48)</td>
<td>1022.16 (13.9)</td>
<td>879.87 (1.50)</td>
<td>869.80 (9.94)</td>
<td></td>
</tr>
<tr>
<td>Retinol (μg/d)</td>
<td>608.97 (8.01)</td>
<td>668.23 (37.71)</td>
<td>480.38 (3.72)</td>
<td>496.11 (27.02)</td>
<td></td>
</tr>
<tr>
<td>Beta-carotene (μg/d)</td>
<td>3418.12 (27.22)</td>
<td>3196.52 (113.87)</td>
<td>3270.61 (13.40)</td>
<td>3211.01 (67.38)</td>
<td></td>
</tr>
<tr>
<td>Vitamin B6 (mg/d)</td>
<td>2.04 (0.01)</td>
<td>1.89 (0.02)</td>
<td>1.63 (0.00)</td>
<td>1.52 (0.02)</td>
<td></td>
</tr>
<tr>
<td>Vitamin B9 (μg/d)</td>
<td>352.74 (1.27)</td>
<td>332.61 (4.78)</td>
<td>312.18 (0.59)</td>
<td>292.16 (3.15)</td>
<td></td>
</tr>
<tr>
<td>Vitamin B12 (μg/d)</td>
<td>6.36 (0.06)</td>
<td>6.17 (0.21)</td>
<td>5.02 (0.03)</td>
<td>4.66 (0.14)</td>
<td></td>
</tr>
<tr>
<td>Vitamin C (mg/d)</td>
<td>117.53 (0.78)</td>
<td>95.87 (3.49)</td>
<td>109.87 (0.44)</td>
<td>96.68 (1.70)</td>
<td></td>
</tr>
<tr>
<td>Vitamin D (μg/d)</td>
<td>2.93 (0.02)</td>
<td>2.47 (0.10)</td>
<td>2.50 (0.01)</td>
<td>2.00 (0.06)</td>
<td></td>
</tr>
<tr>
<td>Vitamin E (mg/d)</td>
<td>13.16 (0.05)</td>
<td>11.72 (0.22)</td>
<td>11.10 (0.03)</td>
<td>9.62 (0.12)</td>
<td></td>
</tr>
<tr>
<td>Zinc (mg/d)</td>
<td>13.06 (0.04)</td>
<td>13.09 (0.18)</td>
<td>10.29 (0.02)</td>
<td>9.67 (0.11)</td>
<td></td>
</tr>
<tr>
<td>Iron (mg/d)</td>
<td>15.63 (0.06)</td>
<td>14.00 (0.20)</td>
<td>12.45 (0.02)</td>
<td>10.80 (0.12)</td>
<td></td>
</tr>
<tr>
<td>Potassium (mg/d)</td>
<td>334.58 (9.15)</td>
<td>3194.87 (38.86)</td>
<td>2840.51 (3.99)</td>
<td>2668.44 (24.74)</td>
<td></td>
</tr>
<tr>
<td>Magnesium (mg/d)</td>
<td>372.75 (1.19)</td>
<td>329.68 (3.68)</td>
<td>310.03 (0.52)</td>
<td>266.18 (2.54)</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}All data from both NutriNet-Santé and ENNS are weighted for age, education, presence of children in the household, and season of data collection, using French 2007 Census figures.

\textsuperscript{b}Values are means with SEs of the means within the brackets.

\textsuperscript{c}ENNS: Etude Nationale Nutrition Santé.

Figure 3. Mean food (g/d) and beverage (ml/d) intake in the NutriNet-Santé study (2009-2010, N=49,443) and the nationally representative survey (ENNS, 2006-2007, n=2754). All data from both NutriNet-Santé and ENNS are weighted for age, education, presence of children in household, and season of data collection, using French 2007 Census data. ENNS: Etude Nationale Nutrition Santé.
Total energy and macronutrient intake was similar overall, whereas intake of fiber, iron, magnesium, and vitamins B6, B9, C, D, and E were higher in the NutriNet-Santé study than in the ENNS. Overall, true differences in intake, differential measurement errors related to the different modes of administration, sample composition (volunteers vs stratified, random sample), and volunteer bias might each contribute to explaining the findings. Concerning potential volunteer bias in the NutriNet-Santé study, it should be noted the magnitude of such bias should be similar in volunteer-based nutritional epidemiologic studies that use traditional methods of data collection. Given the large samples in both the NutriNet-Santé study and the ENNS study, it is noteworthy that not all statistically significant differences are practically meaningful.

**Recruitment, Motives for Participation, and Internet or Computer Skills**

Efforts for diversifying communication channels for sample recruitment could be an important element for increasing participant profile heterogeneity. We have thus investigated the different channels through which subjects were ultimately recruited according to sociodemographic profiles [32].

The largest number of subjects was reached using television advertisements (34.46%, 30,414/88,238). Other channels with substantial importance were radio broadcasts (16.21%, 14,309 out of 88,238) and websites (19.05%, 16,807/88,238). Note that compared with other channels, among subjects recruited by television broadcasts, there was a higher proportion of individuals with a low educational level (44.1% vs 37.4% in the whole sample) and of unemployed individuals (36.1% vs 4.8% in the whole sample).

As specific profiles of subjects involved in nutritional Web-based cohorts may be related to specific motives for participation, we have investigated reasons and motives for participation in the NutriNet-Santé study according to sociodemographic characteristics [33]. The use of Internet as an exclusive means of follow-up was an important source of motivation for participation, especially among men, young individuals, those of high socioeconomic status, and among obese persons.

A substantial portion (23.79%, 10,235 out of 43,028) of subjects in the NutriNet-Santé study has relatively low self-reported computer or Internet skills, suggesting that this factor does not represent a barrier to participation in Web-based cohorts [34]. Besides, several subgroups of subjects with lower computer skills (eg, women or those with lower educational level) seemed more inclined to accept the demands associated with participation in the Web cohort [34].

**Quality of the Collected Data**

**Sociodemographic Data**

Agreement between data obtained from the self-administered Web-based version and the traditional paper version of the sociodemographic questionnaire was high, with ICCs for continuous variables ranging between .81 and 1 and kappa coefficients for categorical variables ranging between .76 and 1. Administration order, age, gender, and Internet skills did not extensively modify the results [36].

Response consistency between data from the personal Social Security number and information collected through the sociodemographic questionnaire was estimated among 84,442 subjects (84.34%, 84,442/100,118). A total of 5141 subjects (6.09%, 5141/84,442) had at least one discordant data value. Sex, age, education, and employment were associated with the response consistency patterns [35].

**Dietary Data**

The comparison of self-reported dietary data against urinary biomarkers (Table 2) revealed that, on an average, men underreported protein intake, whereas women underreported both protein and sodium intake [23].
Table 2. Dietary intake and urinary excretion of protein, potassium, and sodium, NutriNet-Santé study, 2013\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Nutrients and indicators</th>
<th>Men (n=102)</th>
<th>Women (n=91)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Lower value of the 95% CI</td>
</tr>
<tr>
<td><strong>Protein</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean 24-h t\textsuperscript{b,d} (g/day)</td>
<td>101.7</td>
<td>62.3</td>
</tr>
<tr>
<td>Mean 24 h\textsuperscript{b,e} (g/day)</td>
<td>88.6</td>
<td>83.9</td>
</tr>
<tr>
<td>Difference %\textsuperscript{c}</td>
<td>−14.4</td>
<td>−18.2</td>
</tr>
<tr>
<td><strong>Potassium</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean 24-h t\textsuperscript{b} (mg/day)</td>
<td>3357</td>
<td>3189</td>
</tr>
<tr>
<td>Mean 24 h\textsuperscript{b} (mg/day)</td>
<td>3444</td>
<td>3279</td>
</tr>
<tr>
<td>Difference %\textsuperscript{c}</td>
<td>2.6</td>
<td>−1.7</td>
</tr>
<tr>
<td><strong>Sodium</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean 24-h t\textsuperscript{b} (mg/day)</td>
<td>3578</td>
<td>3320</td>
</tr>
<tr>
<td>Mean 24 h\textsuperscript{b} (mg/day)</td>
<td>3503</td>
<td>3271</td>
</tr>
<tr>
<td>Difference %\textsuperscript{c}</td>
<td>−2.1</td>
<td>−9.2</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Dietary intake values are mean values across 3 24 h, and urinary excretion is the mean of 2 24-h urine samples.

\textsuperscript{b}Geometric means based on log-transformed data.

\textsuperscript{c}Mean difference in percentage calculated from the log-ratio of mean reported intake (24 h) over mean biomarker intake (24-h U).

\textsuperscript{d}24-h U, 24-h urine collection.

\textsuperscript{e}24-h, 24-h dietary record.

Relative differences between reported and “measured” intakes were −14.4% (protein), 2.6% (potassium), −2.1% (sodium) for men, and −13.9%, −3.6%, and −8.3% for women. Misreporting was not associated with body weight status.

Among men, the investigation revealed Spearman correlations ranging between .20 (for vegetables and plasma vitamin C) and .55 (for fish and plasma docosahexaenoic acid [DHA]). Among women, these correlations were generally lower and ranged from .13 (nonsignificant; for vegetables and plasma vitamin C) to .54 (for fish and eicosapentaenoic acid [EPA]+DHA). Regarding micronutrients, adjusted correlations of self-reported intakes with plasma biomarkers ranged from .36 (EPA) to .58 (vitamin C) in men and from .32 (vitamin C) to .38 (EPA) in women [24].

Next, the agreement between the 24-h Web tool data and data obtained via telephone interviews was very high [37], with ICCs ranging from .5 for fats or sauces (among both genders), breakfast cereals, cakes or biscuits or pastries and dairy (women only to .9 for fruits, pulses (among both genders), breakfast cereals, alcoholic drinks, and meat (among men). For nutrient intake, energy-adjusted Pearson correlation coefficients ranged from .6 for polyunsaturated fatty acid, retinol, vitamin E, and sodium (among women) to .9 for a large number of different nutrients. Note that women participating in this comparative study reported higher intake of cakes, biscuits, or pastries when using the Web interface than during the telephone interview with a dietician, indicating that social desirability bias may have been lower in the Web-based version as compared with the traditional version. The acceptability of the Web-based nutrition assessment tool was high, with 92.74% (115/124) of participants judging the Web interface as user-friendly and 66.13% (82/124) preferring the Web-based method over the interview.

The estimation of the financial cost related to the implementation and use of the Web-based dietary questionnaire compared with the cost associated with the standard assessment involving dieticians (for 1 24-h dietary record/recall) are presented in Table 3.
Table 3. Cost estimation for traditional and Web-based assessment.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Traditional methods for baseline data assessment</strong></td>
<td></td>
</tr>
<tr>
<td>Dietary data, interview (for 1 24-h recall) comprising the salary of the dietitians, telephone expenses, and cost of printing and sending the picture booklet</td>
<td>€38.1/subject</td>
</tr>
<tr>
<td>Anthropometric data, paper version comprising printing, postage for sending and returning the questionnaire, and double data entry</td>
<td>€9.9/subject</td>
</tr>
<tr>
<td>Sociodemographic data, paper version comprising printing, postage for sending and returning the questionnaire, and double data entry</td>
<td>€16.5/subject</td>
</tr>
<tr>
<td>Total for 100,000 subjects</td>
<td>€6,450,000</td>
</tr>
<tr>
<td><strong>Web-based method</strong></td>
<td></td>
</tr>
<tr>
<td>NutriNet-Santé Web-based platform comprising the whole study process: secure registration system, development, and administration of baseline questionnaires (including three 24-h records), license, equipment, and hosting</td>
<td>€380,000</td>
</tr>
<tr>
<td>No supplementary cost for an additional dietary assessment</td>
<td></td>
</tr>
</tbody>
</table>

*aFinancial estimation using cost in 2009.

Table 4. Advantages of Web-based cohort studies for data collection with respect to traditional modes of epidemiological research.

<table>
<thead>
<tr>
<th>Problematic aspects encountered in epidemiological studies</th>
<th>Advantages of Web-based cohort studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representativeness</td>
<td>The use of Internet as the exclusive mode of follow-up was a decisive reason for participation, in particular for men, young individuals, and obese persons</td>
</tr>
<tr>
<td></td>
<td>Television broadcasts may help to further increase the proportion of population groups that are less likely to participate in cohorts of volunteers (young people, elderly, men, and low socioeconomic status groups)</td>
</tr>
<tr>
<td></td>
<td>Individuals with a lower computer literacy level might participate</td>
</tr>
<tr>
<td></td>
<td>Individuals with hearing and other disabilities might participate</td>
</tr>
<tr>
<td>Data collection</td>
<td>Reduced logistic, personnel, material, and financial burden of large epidemiological studies</td>
</tr>
<tr>
<td></td>
<td>Reduction of data entry errors as compared with paper questionnaires</td>
</tr>
<tr>
<td>Acceptability</td>
<td>Data entry can be rendered easier and more pleasant by the use of well-designed interactive interfaces and videos, unlike paper questionnaires</td>
</tr>
<tr>
<td>Data management</td>
<td>Data treatment can be directly incorporated into the software, leading to rapid availability of the collected information</td>
</tr>
<tr>
<td>Validity of nutritional and anthropometric data</td>
<td>High or similar quality as in conventional studies</td>
</tr>
<tr>
<td></td>
<td>Concerning nutritional data, social desirability bias may be lower in Web-based studies (in particular among women)</td>
</tr>
<tr>
<td>Development of new assessment tools</td>
<td>Possibility to rapidly test and implement new assessment tools, protocols, and so on.</td>
</tr>
<tr>
<td>Health events assessments</td>
<td>Possibility to rapidly match participant data with different medical registries</td>
</tr>
</tbody>
</table>

**Anthropometric Data**

The validation study showed high ICCs, ranging from .94 for height to .99 for weight, and the concordance for BMI classification was 93% (sensitivity 88% and specificity 99%). However, we observed a slight underreporting of weight and overreporting of height, leading to an underreporting of BMI, which was more pronounced among obese participants. Web-based and face-to-face self-reports of weight and height were almost perfectly concordant (classification agreement was 98.5%).

In the comparative study, agreement between the Web-based version of the self-administered anthropometric questionnaire and the paper-based version of the same questionnaire was very high, with ICCs ranging from .86 to 1 and kappa statistics ranging from .69 to 1 for continuous and categorical variables, respectively [27].

Overall, based on the results of the methodological studies carried out in the NutriNet-Santé study, we provide new insights with respect to Internet use in epidemiological research (Table 4).

**Discussion**

**Principal Findings**

Overall, the presented findings support an acceptable to high quality of data collected in a large and heterogeneous Web-based cohort with a substantially reduced financial burden. Concordance assessed in objective validation studies and in method comparison studies was high. Moreover, the presented
results indicate that Web-based studies may help reduce social desirability biases.

It appears that the validity of the collected data was comparable with that in conventional research (based on interviews or paper-and-pencil tools), or even higher. For instance, acceptable to moderate validity of nutrient intake estimation was observed. Although the observed correlation coefficients may be considered as relatively low in absolute terms, previous validation studies have reported correlations of a similar magnitude [38–41]. Next, bias associated with social desirability, inherent in studies based on interviews, is likely lower in Web-based studies due to higher perceived anonymity particularly among women [6].

Cohorts of volunteers like the NutriNet-Santé study tend to have a distribution of sociodemographic profiles that diverges from the general population [1]. In particular, prospective nutritional cohorts relying on volunteer-based samples have been criticized with respect to their strong susceptibility to self-selection bias. It has been shown that women, older individuals, and married individuals were more prone to enroll in epidemiological studies, irrespective of the research topic, whereas at-risk populations were less likely to participate [1,42,43]. In addition, it has been postulated that Web-based cohorts including motivated Internet-skilled volunteers may be particularly at risk for such bias as Internet accessibility and patterns of Internet use may vary according to sociodemographic profile [7]. However, in Europe, this additional source of selection bias is likely minor given the wide access to the Internet in all subgroups of the population including people above 55 years (42% in 2011) and those with low education (45% in 2011) [44]. Yet, it is possible that difficulties with Internet use may have caused a number of participants with low Internet skills or Internet access problems, in particular older people, to drop out of the study. Beyond self-reported computer skills, the type of activity (unexpected clicks, nonobservance of instructions, etc) across subgroups also merits evaluation.

Our findings also suggest that the exclusive use of Internet for data collection and follow-up—which implies a largely reduced effort for participants [3,45] and research staff—may help increase the relative proportion of population subgroups (young people, elderly, men) that are usually underrepresented [1,42,43]. Nevertheless, the Web-based design appeared to be a less important motive for participation among individuals in “low” compared with “high” occupational categories. Besides, the use of a wide range of recruitment channels beyond the Internet may help further diversify exposure profiles. Television, which is a wide-reaching medium in France, may be a particularly useful instrument for improving the recruitment of population subgroups that tend to be underrepresented in volunteer-based epidemiologic studies such as low educated individuals or unemployed individuals.

**Advantages and Limitations**

Web-based cohorts have the potential to include a large number of participants, including the hard-to-reach subgroups. Yet, as those who are willing to participate in a Web-based cohort study probably differ from the general population, other means to specifically increase opportunities for participation in epidemiological Web-based studies among low socioeconomic groups is needed. In that context, statistical weighting methods are an important and efficient approach to help counterbalance limitations concerning the external validity of descriptive epidemiological studies.

A key advantage of Web-based research is related to data entry. By comparing the Web-based version of baseline questionnaires with the traditional paper-and-pencil version used in methodological studies [27,36], we also showed that a substantial number of data entry mistakes, missing values, and inconsistent or abnormal values were found in the paper version, whereas they were nonexistent in the Web-based version due to integrated controls. Computerized data entry also obviates the need for data coding or entry personnel. This provides major advantages concerning the logistic, personnel, material, and financial burden of large epidemiologic studies. In addition, a large proportion of data quality control can directly be implemented into the Web-based software that may substantially improve the quality of the collected data [6]. In contrast to a paper questionnaire, Web-based tools can directly alert the participant if unrealistic values are entered or prevent the participant from submitting an incomplete questionnaire. Besides, long questionnaires can be simplified by implementing conditional jumps.

In addition, data entry can be rendered more pleasant by the use of a well-designed interactive interface, audio and visual feedback, and pop-up windows providing additional information regarding potentially complicated elements of the questionnaires. Indeed, our investigation of the quality of the nutritional data collected in NutriNet-Santé showed that a very high percentage of participants perceived the Web-based nutrition assessment tool as user-friendly. A further advantage pertains to the high flexibility of the Web-based platform, allowing rapid implementation of new questionnaires or ancillary protocols. For instance, several questionnaires have been developed or translated in the context of the NutriNet-Santé study, as such a platform permits rapid testing and fine-tuning for the validation of new questionnaires [46,47].

**Future Research**

This paper provides an overview of methodological advances in e-epidemiology and fills gaps in knowledge concerning specific methodological aspects of e-cohorts and their design, such as participant selection processes, sample representativeness, diversity of sociodemographic profiles, and the validation of Web-based tools. The development of ad hoc validation and comparative studies may help improve innovative digital tools and to reinforce confidence in data collected using new technologies. This may guide further development and implementation of future e-cohorts and validation studies that are currently scant.

Future directions may include evaluating the consistency of health data collected via different sources (self-reported data, disease registries, or medical databases). It would also be useful to implement ad hoc studies to compare characteristics of hard-to-reach subgroups with those of nonparticipants.
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Abstract

Background: In recent years, lifestyle products have emerged to help improve people’s physical and mental performance. The Internet plays a major role in the spread of these products. However, the literature has reported issues regarding the authenticity of medicines purchased from the Internet and the impact of counterfeit medicines on public health. Little or no data are available on the authenticity of lifestyle products and actual toxicity associated with their use and misuse.

Objective: Our aim was to investigate consumer and patient attitudes toward the purchase of lifestyle products from the Internet, their knowledge of product authenticity and toxicity, and their experiences with counterfeit lifestyle products.

Methods: A Web-based study was performed between May 2014 and May 2015. Uniform collection of data was performed through an anonymous online questionnaire. Participants were invited worldwide via email, social media, or personal communication to complete the online questionnaire. A total of 320 participants completed the questionnaire.

Results: The results of the questionnaire showed that 208 (65.0%) participants purchased lifestyle products from the Internet mainly due to convenience and reduced cost. More than half (55.6%, 178/320) of participants purchased cosmetic products, whereas only a minority purchased medicinal products. Yet, 62.8% (201/320) of participants were aware of the presence of counterfeit lifestyle products from the Internet, and 11.9% (38/320) experienced counterfeit products. In only 0.9% (3/320) of those cases were counterfeit lifestyle products reported to authorities. Moreover, 7.2% (23/320) of the participants experienced adverse effects due to counterfeit lifestyle products.

Conclusions: In summary, patients experienced counterfeit lifestyle products that resulted in adverse effects on their health. Although certain adverse effects were reported in this study, counterfeit products were underreported to authorities. Further public awareness campaigns and patient education are needed.

(JMIR Public Health Surveill 2016;2(2):e34) doi:10.2196/publichealth.5390
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Introduction

The last few years have witnessed a major change in perspectives toward medicine. Whereas medicine had been previously utilized for lifesaving purposes, a new era has emerged that involves the use of medicine to improve the overall lifestyle of individuals. In this respect, lifestyle products are intended mainly for improvement in mental functions and physical performance rather than curing diseases [1,2]. Lifestyle products can be of medicinal or non-medicinal origin, of any formulation type (eg, tablets, powders, creams, solutions), and any source (eg, herbal, synthetic). These products are classified into variable categories that improve mood and social behavior, cognitive functions, physical appearance, and/or sexual performance [1].

The Internet plays a major role in the dissemination of these products with many advantages over traditional marketplaces [3-6]. In this sense, the Internet offers a quick, easy, and more convenient way for purchasing medicinal and health care products. Specifically for medicinal products, the Internet offers regulated medicines without the need for a prescription [5,7]. Furthermore, Internet orders can be placed from home and at any hour of the day. Also, privacy is preserved with online purchases compared to face-to-face purchases [8], saving the consumer potential embarrassment. Additionally, the Internet provides more detailed information about the products and reduces visits to health care professionals and community pharmacies [7].

However, the issues associated with lifestyle products (including medicinal, herbal, dietary supplements, and cosmetics) purchased from the Internet are much more complicated. The purity and quality of these products represents a major concern and impact on consumer health [9-11]. For instance, these products may be defective in their packaging and ingredients. They may be poorly stored or past their best-before date. For instance, amphetamines and ephedrine encountered in counterfeit herbal weight loss products could result in sympathomimetic side effects such as hyperthermia, hypertension, and agitation [12,13]. Furthermore, heavy metals and pesticide contamination in counterfeit products often results in both acute and chronic side effects [14].

According to the World Health Organization, more than 50% of medicines purchased online could be counterfeit [15]. A further study conducted in the United States in 2004 showed that more than 80% of the medicines purchased from the Internet contained the wrong active pharmaceutical ingredient (API), were subpotent, out-of-date, or poorly stored [16]. Drug websites, unlicensed online pharmacies, and other unregulated online retailers have been found to sell counterfeit/substandard products [17,18]. In the United States, the Food and Drug Administration (FDA) warns against “rogue websites” that sell potentially dangerous drugs [19]. According to the FDA, these drugs may contain the wrong API, too much or too little API, or even dangerous API. Moreover, the National Association of Boards of Pharmacy specifies that more than 10,000 Internet websites selling medicines do not adhere to the pharmacy and practice standards [20].

Counterfeit products encountered on the Internet comprise a diverse range of pharmacological classes and formulations. Thus, Interpol carries out yearly operations in order to tackle the sales of counterfeit medicines online [21]. In 2015, operation Pangea VIII involved the seizures of 20.7 million counterfeit and illicit medicines including antihypertensive medicines, anticancer agents, sexual stimulants, and nutrition supplements [21]. Additional counterfeit products found on the Internet in other studies included anabolic steroids, anticancer, antiviral, antidepressants, anxiolytics, contraceptive, sexual stimulants, and weight-loss medicines [19,20,22-24]. In this case, anabolic steroids, along with anxiolytics and weight-loss pills sold on the Internet, were seized in the United Kingdom [22]. Anticancer agents encountered in the United States were Avastin in 2012 [20]. Additionally, Tamiflu purchased online was shown to contain a mixture of paracetamol and tacle instead of its API (oseltamivir) [19]. Also, a number of antidepressants/anxiolytics (ie, alprazolam, escitalopram, lorazepam, and zolpidem) purchased online were found to not contain their API and instead contain another antipsychotic (haloperidol) [19]. Moreover, contraceptive products purchased from the Internet under the brand “Ortho Eva” did not contain any API [23]. Counterfeit sexual stimulants sold on the Internet, mainly Viagra, have been reported in a number of studies [24]. Also, sibutramine was encountered instead of orlistat in counterfeit Xenical product [19].

The harm resulting from using counterfeit medicinal products could range from ineffectiveness to potentially lethal effects. It is noteworthy to mention that the harm resulting from counterfeit lifestyle products could be a great risk in both medicinal and non-medicinal products. For instance, toxic metals were detected in both counterfeit cosmetic and herbal products [25-27]. Nonetheless, the majority of the literature investigated harm associated with counterfeit medicinal products. Such harm was based on predicting the adverse effects of certain medicines or experience of severe toxicity/lethal effect with a counterfeit medicine. Only four studies in the literature evaluated pharmacist [28] and patient/consumer knowledge [4,6,29] of medicines, and/or herbal products and dietary supplements. However, these studies concentrated mainly on products used for medicinal purposes and did not evaluate additional lifestyle products (eg, cosmetics) used by consumers on a daily basis. Moreover, they did specify the degree of harm (ie, mild, moderate, or severe) resulting from the use of counterfeit lifestyle products.

Our work aimed to investigate consumer and patient attitudes toward the purchase of lifestyle products from the Internet, their knowledge about product effects, authenticity, and toxicity, as well as their experience with using counterfeit lifestyle products.

Methods

Study Design and Data Collection

A multinational Web-based study was designed in order to examine the knowledge and attitudes of patients and consumers toward lifestyle products sold on the Internet. Participants were eligible if they spoke English and purchased lifestyle products from the Internet. Participants who did not make any Internet purchases compared to face-to-face purchases [8], saving the consumer potential embarrassment. Additionally, the Internet provides more detailed information about the products and reduces visits to health care professionals and community pharmacies [7].
purchases were excluded. Residents in 22 countries responded, including Belgium, Brazil, Canada, China, Finland, France, Germany, Hong Kong, Italy, Kuwait, Lebanon, Morocco, Pakistan, Palestine, Russia, Saudi Arabia, Thailand, Turkey, United Arab Emirates, United Kingdom, and United States.

Data were collected using an anonymous online questionnaire by Bristol Online Survey and were accessible for the lifetime of the questionnaire (ie, between May 2014 and May 2015). Participants worldwide were invited to complete the survey by sending the link through emails and personal communication. Also, the questionnaire was posted on social media websites and discussion forums (eg, Facebook and LinkedIn). The language of the questionnaire was English (see Multimedia Appendix 1).

The questionnaire was initially piloted at a local gym (n=15) and at the university (n=15) prior to the study in order to evaluate reliability and clarity of the information using Cronbach alpha. After 1 week, the questionnaire was retested for reliability with the same 30 participants. A few modifications were made based on the outcomes of the pilot study, and the final version of the questionnaire was used online to collect data.

Questionnaire

The questionnaire was divided into six parts that covered the following areas (see Table 1): (1) demographics, (2) extent of buying lifestyle products from the Internet, (3) types of products purchased, (4) awareness of counterfeit products sold over the Internet, (5) experience with counterfeit lifestyle products, and (6) experience of harm (adverse effects) associated with the use of counterfeit or poor-quality lifestyle products (Multimedia Appendix 1).

Table 1. Areas covered by the questionnaire.

<table>
<thead>
<tr>
<th>Part</th>
<th>Aims</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demography</td>
<td>Sociodemographic</td>
</tr>
<tr>
<td>Extent of buying products from the Internet</td>
<td>Frequency of buying products</td>
</tr>
<tr>
<td>Types of the products purchased</td>
<td>Medicinal products</td>
</tr>
<tr>
<td>Awareness of counterfeit products sold over the Internet</td>
<td>Knowledge on counterfeit products</td>
</tr>
<tr>
<td>Experience with counterfeit lifestyle products</td>
<td>Experience with adverse effects</td>
</tr>
</tbody>
</table>

Ethics

Ethical approval for the study was sought by Bournemouth University internal ethics committee. Moreover, respondents gave informed consent of their willingness to take part in this study at the introduction of the questionnaire. The introduction further clarified to the respondents that they could withdraw anytime from the study (Multimedia Appendix 1). Moreover, all respondents’ data were handled and stored anonymously.

Definitions

Lifestyle products are those intended to enhance the physical appearance and/or physical/mental performance of individuals [1]. A counterfeit mark is defined as “a spurious mark which is identical with or is substantially indistinguishable from a registered mark” [30]. A counterfeit medicinal product is defined as medicine that is “fraudulently and deliberately mislabeled according to identity and/or source” [31]. A counterfeit medicinal product could contain no API, wrong API, wrong ingredients, or even defective packaging [31]. A cosmetic product is [32]:

Any substance or preparation intended to be placed in contact with various external parts of the human body (epidermis, hair system, nails, lips and external genital organs) or with the teeth and the mucous membranes of the oral cavity with a view exclusively or mainly to cleaning them, perfuming them, changing their appearance and/or correcting body odors and/or protecting them or keeping them in good condition.

Data Analysis

Data analysis was conducted using SPSS v21 where descriptive statistics were applied in order to gather responses and explore outcomes. Moreover, responses from open-ended questions were investigated individually in relation to consumer and patient knowledge and attitudes toward lifestyle products, their authenticity, and the associated toxicity with counterfeit lifestyle products. As most data obtained were categorical variables, they were reported as numbers and frequencies.
Results

The questionnaire yielded 320 respondents from different sources. Participants were invited to complete the questionnaire online. The responses were received via the website, and all were complete and usable.

Sociodemographics

Information from 320 respondents was analyzed. The respondents included 91 females (28.4%), 227 males (70.9%), and 2 participants who did not disclose their gender (see Table 2). The majority (62.5%, 200/320) of the respondents were in the 18-25 years group, 47 (14.7%) in the 26-33 years group, and 43 (13.4%) in the 34-41 years group. The remaining age groups were represented in less than 10% of the patients. Most of the respondents were British (78.1%, 250/320), followed by Europeans (8.8%, 28/320), Asian (7.5%, 24/320), African (1.3%, 4/320), Australians (0.9%, 3/320), and Americans (0.63%, 2/320). In addition, the majority of the respondents were residents of the United Kingdom (85.0%, 272/320), Asia (6.3%, 20/320), and Europe (3.4%, 11/320). The educational level among the respondents was mainly at a higher degree level or above; 149 (46.6%) of the respondents had at least a Bachelor’s degree. In relation to the number of languages spoken among respondents, 88.4% (283/320) were monolingual and spoke English only. The remaining respondents were bilingual or trilingual and spoke the following languages in addition to English: Arabic, Danish, Dutch, French, German, Greek, Italian, Mandarin, Nepalese, Russian, Somali, Spanish, Swedish, Thai, Turkish, and Urdu.
Table 2. Sociodemographic characteristics of participants (N=320).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>n</th>
<th>Frequency, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>200</td>
<td>62.5</td>
</tr>
<tr>
<td>26-33</td>
<td>47</td>
<td>14.7</td>
</tr>
<tr>
<td>34-41</td>
<td>29</td>
<td>9.06</td>
</tr>
<tr>
<td>42+</td>
<td>43</td>
<td>13.4</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>91</td>
<td>28.4</td>
</tr>
<tr>
<td>Female</td>
<td>227</td>
<td>70.9</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td><strong>Nationality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Ivorian, Moroccan, Nigerian, South African)</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>Asia (Bangladeshi, Egyptian, Indian, Kuwaiti, Lebanese, Nepal, Palestinian, Pakistani, Russian, Saudi Arabian, Syrian, Thai, and Turkish)</td>
<td>24</td>
<td>7.5</td>
</tr>
<tr>
<td>Australian</td>
<td>3</td>
<td>0.94</td>
</tr>
<tr>
<td>Europe (British)</td>
<td>250</td>
<td>78.1</td>
</tr>
<tr>
<td>Europe other (Belgian, Bulgarian, Columbian, Cypriot, Czech, Danish, Dutch, Finnish, French, German, Greek, Italian, Norwegian, Polish, Romanian, Spanish, Swedish)</td>
<td>28</td>
<td>8.75</td>
</tr>
<tr>
<td>North America (American and Canada)</td>
<td>8</td>
<td>2.50</td>
</tr>
<tr>
<td>South America (Brazilian, Colombian)</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td><strong>Country of residence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asia (China, Hong Kong, Kuwait, Lebanon, Morocco, Thailand, Turkey, Pakistan, Palestine, Russia, Saudi Arabia, United Arab Emirates)</td>
<td>20</td>
<td>6.25</td>
</tr>
<tr>
<td>Australia</td>
<td>3</td>
<td>0.94</td>
</tr>
<tr>
<td>Europe (UK)</td>
<td>272</td>
<td>85</td>
</tr>
<tr>
<td>Europe (Belgium, Finland, France, Germany, Italy)</td>
<td>11</td>
<td>3.4</td>
</tr>
<tr>
<td>North America (America and Canada)</td>
<td>13</td>
<td>4.06</td>
</tr>
<tr>
<td>South America (Brazil)</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td><strong>Second language (additional to English)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>283</td>
<td>88.4</td>
</tr>
<tr>
<td>One second language (Arabic, Danish, Dutch, French, German, Greek, Italian, Nepalese, Russian, Somali, Spanish, Swedish, Thai, Turkish, Urdu)</td>
<td>17</td>
<td>5.31</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School/College</td>
<td>109</td>
<td>34.1</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>149</td>
<td>46.6</td>
</tr>
<tr>
<td>Master or post graduate</td>
<td>44</td>
<td>13.8</td>
</tr>
<tr>
<td>PhD+</td>
<td>18</td>
<td>5.63</td>
</tr>
</tbody>
</table>
Consumer and Patient Attitude Toward the Purchase of Lifestyle Products

According to the survey, 208 (65.0%) of the respondents reported purchasing lifestyle products from the Internet (see Table 3). However, only 17 (5.3%) claimed to have purchased lifestyle products frequently, whereas 111 (34.7%) purchased products occasionally and 91 (28.4%) rarely purchased these products. The main websites used for purchase of products were Amazon (64.1%, 205/320), eBay (39.7%, 127/320), online retailers’ websites (32.8%, 105/320), and online pharmacies (14.7%, 47/320). On the other hand, a very small proportion (<10%) used a “drug” website or Alibaba. Retailers websites reported included (1) cosmetic retailers: All Beauty, Alvin Connor, Bodyshop, Dermashop, MAC make up, (2) health care and beauty online retailers: Boots, Healthspan, Holland and Barrett, Love Melatonan, My Protein, Superdrug, (3) online department stores: Debenhams, Feel Unique, John Lewis, QVC, (4) supermarkets, (5) other websites such as Groupon, and (6) wholesale South Asian suppliers. When asked whether the country of the website was identifiable, fewer than half (44.7%, 143/320) of respondents could identify the countries of origin of the websites, which were France, Germany, India, Japan, United Kingdom, and United States. Some respondents claimed they could identify countries of origin of online pharmacies, which were mainly the United Kingdom (23.8%, 76/320) and United States (5.3%, 17/320). Other countries reported as sources for online pharmacies were Australia, Canada, China, Czech Republic, Finland, Germany, Greece, Holland, India, Pakistan, Philippine, Singapore, Sweden, Switzerland, and Thailand. Among the respondents who already bought medicines from UK online pharmacies, only 53 (16.6%) could recognize the Medicine and Healthcare Regulatory Agency (MHRA) logo. Moreover, only 17 (5.3%, 17/320) of respondents had consultations with a doctor at the online pharmacy. Subsequently, the sources of information obtained by the respondents regarding their products were mainly from the Internet (45.3%, 145/320) or family/friends (43.4%, 139/320) (see Table 3). Internet sources reported to be used by respondents were product websites, blogs/forums/chat rooms, YouTube, scientific papers, Facebook, and NHS (National Health Service) Direct website. In addition, a lower percentage of respondents obtained information on lifestyle products from interacting with health care professionals (24.1%, 77/320), magazines (17.8%, 57/320), and TV (13.1%, 42/320).
Table 3. Consumer and patient attitudes toward purchasing lifestyle products from the Internet.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>n</th>
<th>Frequency, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purchase of lifestyle products over the Internet</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>208</td>
<td>65</td>
</tr>
<tr>
<td>No</td>
<td>112</td>
<td>35</td>
</tr>
<tr>
<td><strong>Frequency of purchase</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>17</td>
<td>5.31</td>
</tr>
<tr>
<td>Occasionally</td>
<td>111</td>
<td>34.7</td>
</tr>
<tr>
<td>Rarely</td>
<td>91</td>
<td>28.4</td>
</tr>
<tr>
<td>Never</td>
<td>101</td>
<td>31.6</td>
</tr>
<tr>
<td><strong>Websites mostly used</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alibaba</td>
<td>7</td>
<td>2.19</td>
</tr>
<tr>
<td>Amazon</td>
<td>205</td>
<td>64.1</td>
</tr>
<tr>
<td>eBay</td>
<td>127</td>
<td>39.7</td>
</tr>
<tr>
<td>Drugs websites</td>
<td>21</td>
<td>6.56</td>
</tr>
<tr>
<td>Online pharmacies</td>
<td>47</td>
<td>14.7</td>
</tr>
<tr>
<td>Others (All Beauty, Alvin connor, Beauty base, Bodyshop, Boots, Debenhams, Dermashop, Feel unique, Groupon, Healthspan, Holland and Barrett, John Lewis, Love Melanotan, MAC makeup, My protein, QVC, Superdrug, Tesco, Wholesale Indian suppliers)</td>
<td>105</td>
<td>32.8</td>
</tr>
<tr>
<td><strong>Country of the website identifiable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (France, Germany, India, Japan, UK, and USA)</td>
<td>143</td>
<td>44.7</td>
</tr>
<tr>
<td>No</td>
<td>103</td>
<td>32.2</td>
</tr>
<tr>
<td>N/A</td>
<td>74</td>
<td>23.1</td>
</tr>
<tr>
<td><strong>Country of origin for medicines bought from online pharmacies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>76</td>
<td>23.8</td>
</tr>
<tr>
<td>USA</td>
<td>17</td>
<td>5.31</td>
</tr>
<tr>
<td>India</td>
<td>6</td>
<td>1.88</td>
</tr>
<tr>
<td>Canada</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>Germany</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>Australia</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>Holland</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>Other countries one pharmacy in each (China, Czech Republic, Finland, Greece, Pakistan, Philippines, Singapore, Sweden, Switzerland, Thailand)</td>
<td>10</td>
<td>3.13</td>
</tr>
<tr>
<td><strong>MHRA logo for authenticity for UK online pharmacies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>53</td>
<td>16.6</td>
</tr>
<tr>
<td>No</td>
<td>30</td>
<td>9.38</td>
</tr>
<tr>
<td>N/A</td>
<td>237</td>
<td>74.1</td>
</tr>
<tr>
<td><strong>Consultation with a doctor at the online pharmacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17</td>
<td>5.31</td>
</tr>
<tr>
<td>No</td>
<td>115</td>
<td>35.9</td>
</tr>
<tr>
<td>N/A</td>
<td>188</td>
<td>58.8</td>
</tr>
<tr>
<td><strong>Sources of information about lifestyle products</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family/friends</td>
<td>139</td>
<td>43.4</td>
</tr>
<tr>
<td>Health care professionals</td>
<td>77</td>
<td>24.1</td>
</tr>
<tr>
<td>Magazines</td>
<td>57</td>
<td>17.8</td>
</tr>
</tbody>
</table>
Types of Lifestyle Products Purchased

The results of the questionnaire showed that the main lifestyle products purchased from the Internet were cosmetic products (55.6%, 178/320) representing more than half of the total products (see Table 4). This was followed by supplementary/nutritional lifestyle products, drugs and herbal products, which represented 28.8% (92/320) and 18.8% (60/320) of the total purchased products respectively. Medicinal products represented the lowest percentage of the purchased lifestyle products (11.9%, 38/320).

Half the respondents 171 (53.4%) claimed that the lifestyle products they purchased from the Internet were available in stores in main shopping areas. They gave several reasons that made them purchase products online. The main justifications were convenience (25.9%, 83/320), lower cost/better offers (25.9%, 83/320), and easier alternative to in-store purchase (15%, 48/320). However, very few (4.7%, 15/320) participants believed Internet purchases were timesaving and quick, and only 6 (1.9%, 6/320) said that Internet purchases saved them from the embarrassment that could be encountered in stores when buying personal products. Also, less than 1% of respondents reported that Internet purchases provided a wider variety of products and offered more details on the products than those given by the pharmacist/store assistant. Even fewer reported that they favored Internet purchases because of better-quality products and ability to buy prescription medicines without a prescription.

Cosmetic products used for skin and physical appearance were the most commonly purchased products and were used by more than 60% of respondents. This was followed by lifestyle products used for mood and social behavior and those used for cognitive function, which were used by 34.7% (111/320) and 29.1% (93/320) respondents. Weight loss products and sexual stimulants were used by 20-30% of the respondents, while muscle enhancers were used by 16.3% (52/320) of respondents.

More specifically, the subclasses reported in each product category varied between each category. For cosmetic products, the majority of products used were hair products (n=220), acne products (n=149), moisturizers (n=140), sunscreens (n=55), and tanning solutions (n=43). In the remaining categories, herbal products formed the main category purchased. Products purchased in relation to mood and social behavior included mainly herbal sleep aids (n=50), mood enhancers (n=19), stimulants (n=19), and antidepressants (n=18). Cognitive enhancers were mainly caffeine (n=62) and natural memory enhancers (n=20). Only 7 respondents claimed the use of nootropics (synthetic medicines) for cognitive function. Similarly, synthetic medicines were underrepresented in the sexual stimulant category. Thus, the main purchases in this category were condom-type products, whereas only 14 (4.4%) respondents reported the purchase of Viagra, Cialis, and Levitra tablets. Herbal weight loss products (n=42) were preferred over other synthetic appetite suppressants (n=20), fat binders (n=16), or meal replacements (n=6). Furthermore, proteins (n=49) were favored over steroids (n=3) for muscle enhancers.
Table 4. Types of lifestyle products purchased from the Internet.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>n</th>
<th>Frequency, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of products purchased online</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cosmetic</td>
<td>178</td>
<td>55.6</td>
</tr>
<tr>
<td>Herbal</td>
<td>60</td>
<td>18.8</td>
</tr>
<tr>
<td>Medicinal</td>
<td>38</td>
<td>11.9</td>
</tr>
<tr>
<td>Supplementary and nutrition</td>
<td>92</td>
<td>28.8</td>
</tr>
<tr>
<td>Others (drugs/legal highs, essential oils, condoms)</td>
<td>88</td>
<td>27.5</td>
</tr>
<tr>
<td><strong>Availability of products ordered online in community pharmacies/stores</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>171</td>
<td>53.4</td>
</tr>
<tr>
<td>No</td>
<td>149</td>
<td>46.6</td>
</tr>
<tr>
<td><strong>Reasons for buying products online</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quick/time saving</td>
<td>15</td>
<td>4.69</td>
</tr>
<tr>
<td>Cheap</td>
<td>83</td>
<td>25.9</td>
</tr>
<tr>
<td>Easy</td>
<td>48</td>
<td>15</td>
</tr>
<tr>
<td>Convenient</td>
<td>83</td>
<td>25.9</td>
</tr>
<tr>
<td>More details on product than ones provided by the pharmacist</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>No need for embarrassment of communicating with pharmacist</td>
<td>6</td>
<td>1.88</td>
</tr>
<tr>
<td>Lack of availability of products in stores</td>
<td>9</td>
<td>2.81</td>
</tr>
<tr>
<td>Not able to get prescription for some products</td>
<td>3</td>
<td>0.94</td>
</tr>
<tr>
<td>Wide variety of products and offers</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>Ability to purchase illegal drugs</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td>Better quality products</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td><strong>Cognitive function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caffeine</td>
<td>62</td>
<td>19.4</td>
</tr>
<tr>
<td>Natural memory enhancers</td>
<td>20</td>
<td>6.25</td>
</tr>
<tr>
<td>Nootropics</td>
<td>7</td>
<td>2.19</td>
</tr>
<tr>
<td>Others (multivitamins, cod liver oil, stimulant drugs)</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td><strong>Mood and social behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antidepressants</td>
<td>18</td>
<td>5.63</td>
</tr>
<tr>
<td>Mood enhancers</td>
<td>19</td>
<td>5.94</td>
</tr>
<tr>
<td>Sleep aids</td>
<td>50</td>
<td>15.63</td>
</tr>
<tr>
<td>Highs</td>
<td>19</td>
<td>5.94</td>
</tr>
<tr>
<td>Others (psychedelics, anxiolytics, addiction management, pain management)</td>
<td>5</td>
<td>1.56</td>
</tr>
<tr>
<td><strong>Physical appearance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acne products</td>
<td>95</td>
<td>29.7</td>
</tr>
<tr>
<td>Creams/ointments/gels</td>
<td>95</td>
<td>29.7</td>
</tr>
<tr>
<td>Solutions</td>
<td>12</td>
<td>3.75</td>
</tr>
<tr>
<td>Tablets</td>
<td>42</td>
<td>13.1</td>
</tr>
<tr>
<td>Hair products</td>
<td>9</td>
<td>2.81</td>
</tr>
<tr>
<td>Hair loss</td>
<td>48</td>
<td>15</td>
</tr>
<tr>
<td>Cream/gel</td>
<td>48</td>
<td>15</td>
</tr>
</tbody>
</table>
### Criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>n</th>
<th>Frequency, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shampoo</td>
<td>96</td>
<td>30</td>
</tr>
<tr>
<td>Tablet</td>
<td>17</td>
<td>5.31</td>
</tr>
<tr>
<td>Hair dye</td>
<td>50</td>
<td>15.6</td>
</tr>
<tr>
<td>Other (nail polish, mascara, deodorant, perfume, lip balm, herbal products, protein shapes, make-up, shampoo)</td>
<td>17</td>
<td>5.31</td>
</tr>
<tr>
<td>Total</td>
<td>237</td>
<td>74.1</td>
</tr>
</tbody>
</table>

### Muscle enhancers

- Proteins                                                               | 49 | 15.3         |
- Steroids                                                               | 3  | 0.94         |
- Total                                                                  | 52 | 16.3         |

### Skin products

- Moisturizers                                                          | 140| 43.8         |
- Skin lighteners                                                       | 10 | 3.13         |
- Sunscreens                                                            | 55 | 17.2         |
- Tanning solutions                                                     | 43 | 13.4         |
- Other (foundation, body scrub, body oil)                              | 5  | 1.56         |
- Total                                                                 | 253| 79.1         |

### Weight-loss products

- Appetite suppressants                                                | 20 | 6.25         |
- Fat binders                                                           | 16 | 5            |
- Herbal products                                                       | 42 | 13.1         |
- Other (juices and meal replacement, diet shakes, diet pill)          | 6  | 1.88         |
- Total                                                                 | 84 | 26.3         |

### Sexual stimulants

- Condom products                                                       | 44 | 13.8         |
- Herbal products                                                       | 12 | 3.75         |
- Libido enhancers                                                      | 6  | 1.88         |
- Viagra                                                                | 7  | 2.19         |
- Cialis                                                                | 3  | 0.94         |
- Levitra                                                               | 4  | 1.25         |
- Total                                                                 | 76 | 23.8         |

---

**Awareness of Counterfeit Lifestyle Products Sold Via the Internet**

Most respondents (62.8%, 201/320) were aware of counterfeit lifestyle products being sold via the Internet. However, the sources of information regarding product counterfeiting varied between respondents (see Figure 1). In the majority of cases, respondents relied on information from Internet websites/drug forums (17.5%, 56/320), TV (16.9%, 54/320), and family/friends (10.9%, 35/320). Also, 25 (7.2%) respondents claimed that awareness of counterfeits is “common sense.” Moreover, 13 (4.1%) respondents gained knowledge about counterfeiting from magazines and newspapers. Furthermore, 7 (2.2%) respondents knew about counterfeiting from their job within a health care setting. Education was not a major source, as 15 (4.7%) respondents claimed they learned about counterfeiting in school/university degree and only 6 (2.0%) read scientific articles on the topic. Additionally, advice received from health care professionals was not enough regarding counterfeiting as only 2 respondents reported that their general practitioner and pharmacist explained product counterfeiting to them.
Experience of Counterfeit Lifestyle Products
When asked about experience with a counterfeit product, 38 (11.9%) respondents reported having experience with a counterfeit lifestyle product (see Table 5). In only 3 cases was this product reported to an authority. Moreover, when asked how they could identify a counterfeit product, respondents claimed that they would look at the product’s packaging (12.8%, 41/320), appearance (11.6%, 37/320), or label claim (5.6%, 18/320). Fewer respondents stated that they would know from the product’s efficacy (2.5%, 8/320) or side effects (4.1%, 13/320).

Respondents were aware of the risks associated with the counterfeit products. However, 45 (14.1%) respondents said that it was acceptable to take the risk of buying potential counterfeit products in case of emergencies such as medicine shortage or poor finance. They further clarified that it is up to the individual who is aware of the problem to make the decision especially in case of poor finance, lack of availability in online stores, or “if the product is not a medicine.”
Table 5. Consumer experience with counterfeit lifestyle products.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>n</th>
<th>Frequency, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience of a counterfeit products</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38</td>
<td>11.9</td>
</tr>
<tr>
<td>No</td>
<td>282</td>
<td>88.1</td>
</tr>
<tr>
<td>Identification of a counterfeit product</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different appearance</td>
<td>41</td>
<td>12.8</td>
</tr>
<tr>
<td>Different packaging</td>
<td>37</td>
<td>11.6</td>
</tr>
<tr>
<td>No label</td>
<td>18</td>
<td>5.63</td>
</tr>
<tr>
<td>No packaging</td>
<td>10</td>
<td>3.13</td>
</tr>
<tr>
<td>Side effects</td>
<td>13</td>
<td>4.06</td>
</tr>
<tr>
<td>Wrong ingredients</td>
<td>8</td>
<td>2.50</td>
</tr>
<tr>
<td>Other (not effective, different brand printed</td>
<td>7</td>
<td>2.19</td>
</tr>
<tr>
<td>on the label, adverse effects not stated on</td>
<td></td>
<td></td>
</tr>
<tr>
<td>the product information leaflet, cosmetics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>giving lighter colors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was the counterfeit product reported to the</td>
<td></td>
<td></td>
</tr>
<tr>
<td>authority</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3</td>
<td>0.94</td>
</tr>
<tr>
<td>No</td>
<td>99</td>
<td>30.9</td>
</tr>
<tr>
<td>Other (reported to eBay)</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td>Risking buying a potential counterfeit product from the Internet due to medicine shortage or lower prices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>45</td>
<td>14.1</td>
</tr>
<tr>
<td>No</td>
<td>249</td>
<td>77.8</td>
</tr>
<tr>
<td>Not applicable</td>
<td>26</td>
<td>8.13</td>
</tr>
<tr>
<td>Reasons for risking buying a potential counterfeit product from the Internet due to medicine shortage or lower prices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheaper</td>
<td>7</td>
<td>2.19</td>
</tr>
<tr>
<td>Easier</td>
<td>3</td>
<td>0.94</td>
</tr>
<tr>
<td>Lack of availability in stores</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>Flexibility</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td>Up to individual after becoming aware of the problem</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>Depends on the product (okay for cosmetics but not for drugs)</td>
<td>4</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Experience of Adverse Effects Resulting From Counterfeit Lifestyle Products

Adverse effects resulting from the use of counterfeit products were below 10% (see Table 6); only 23 (7.2%) respondents claimed they had adverse effects resulting from a counterfeit product purchased from the Internet. Of these, 17 reported that the adverse effects were not stated on the product information leaflet and were instead due to the poor quality. The types of adverse effects varied between products and were mainly encountered with cosmetic and herbal products. Skin reactions (eg, allergy, rash, itching, swelling) as well as eye infection were experienced with counterfeit cosmetic products. In addition, increased blood pressure/heart rate, appetite suppression, urinary tract infection, and gastrointestinal disturbances were reported with herbal products. Only 4 respondents reported these adverse effects to the authorities/source of purchase, and only 1 respondent received treatment for these adverse effects. However, about half of respondents (49.4%, 158/320) believed that the extent of harm resulting from counterfeit products could be lethal.
Table 6. Consumers’ experience with adverse reactions associated with the use of counterfeit lifestyle products.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>n</th>
<th>Frequency, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience of an adverse effect from products purchased online</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23</td>
<td>7.19</td>
</tr>
<tr>
<td>No</td>
<td>297</td>
<td>92.81</td>
</tr>
<tr>
<td>Were the side effects stated in the products’ information leaflet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17</td>
<td>5.31</td>
</tr>
<tr>
<td>No</td>
<td>258</td>
<td>80.6</td>
</tr>
<tr>
<td>No label</td>
<td>45</td>
<td>14.1</td>
</tr>
<tr>
<td>Types of adverse effects experienced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skin reactions (allergy, rash, itching, swelling)</td>
<td>15</td>
<td>4.69</td>
</tr>
<tr>
<td>Increased blood pressure</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>Increased heart rate</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>Eye infection</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td>Urinary tract infection</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td>Nausea, vomiting, gastrointestinal disturbances</td>
<td>8</td>
<td>2.5</td>
</tr>
<tr>
<td>Appetite suppression</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td>Reported adverse effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>No</td>
<td>143</td>
<td>44.7</td>
</tr>
<tr>
<td>Receipt of treatment for adverse effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td>No</td>
<td>22</td>
<td>6.88</td>
</tr>
<tr>
<td>Extent of harm resulting from counterfeit product</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very mild</td>
<td>15</td>
<td>4.69</td>
</tr>
<tr>
<td>Mild</td>
<td>33</td>
<td>10.3</td>
</tr>
<tr>
<td>Average</td>
<td>31</td>
<td>9.69</td>
</tr>
<tr>
<td>Harmful</td>
<td>83</td>
<td>25.9</td>
</tr>
<tr>
<td>Lethal</td>
<td>158</td>
<td>49.4</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study examined consumer and patient attitudes toward the purchase of lifestyle products from the Internet. Although previous literature surveys examined the attitudes of patients towards online pharmacies [4,6,29], they did not evaluate products such as cosmetics and herbal medicines that could impact public health or patient safety. To our knowledge, this was the first study to address user perceptions regarding counterfeit lifestyle products. Lifestyle products have witnessed a global increase in recent years due to the change in people’s attitude, way of living [2], and the introduction of personalized care [1,11]. Personalized care consists of licensed/unlicensed products that focus mainly on improving an individual’s performance, image, mood, appetite, sleep, and sexual desires [1]. Moreover, these products were found to be sold on nearly every website in a study evaluating 136 online pharmacies [11]. The research showed that more than half of respondents purchased lifestyle products from the Internet. This was much higher than previous investigations that reported 8.3% [6], 14.5% [29], and 16% [4] of consumers bought medicinal products from the Internet. This could be attributed to the fact that the latter investigations evaluated only medicines, whereas our study included medicines, cosmetics, and herbal products. This would imply that additional lifestyle products were underestimated in previous studies despite their impact on public health. Moreover, the aforementioned surveys were limited to participants from a small range of countries, whereas this survey had respondents of 40 nationalities from 22 countries.
The majority of participants spoke only English, and a minority of them spoke two or more languages. The majority of the participants were UK residents, which influenced the types of lifestyle products purchased. Amazon and eBay were the most popular sites mentioned by respondents. This was followed by known health care and beauty retailer websites such as Boots and Superdrug. In contrary to other studies [4], online pharmacies were used by only 14% of participants. Less than half of participants were aware of the country of origin of the website/online pharmacy they were buying from. Specifically for online pharmacies, only 16% could recognize the MHRA logo for licensed online pharmacies. Also, respondents did not communicate with cyber doctors for information on lifestyle products. However, they did count mainly on family and friends, the media, or the Internet. Only a quarter of respondents obtained information from health care professionals. This was also noted in other studies that showed that the lack of communication between health care professionals and patients affected the desired treatment outcome [33].

It is likely that respondents did not consult with health care professionals because more than half of the products purchased from the Internet were cosmetics. Though the products were available in stores, respondents preferred purchasing them from the Internet as it offered quicker, cheaper, and more convenient alternatives to stores [4,33,34]. The cosmetics were mainly hair/face products, acne products, and tanning solutions. Additionally, respondents used products that improved their mental performance (eg, mood, social behavior, and cognitive function) and physical appearance (eg, weight loss products, sexual stimulants, and muscle enhancers).

The survey found that more than half of respondents were aware of counterfeit products. Respondents referred to Internet websites, media, and family/friends as the major source of information on counterfeit products; however, half of them did not check the origin of the website when purchasing lifestyle products. This observation was in agreement with other surveys that showed that consumers relied on information obtained from the Internet regarding their products [35,36].

In only 1% of cases were counterfeit products reported to the authorities or the supplier. Some respondents did not report counterfeit products and underestimated their dangerous consequences. They believed it acceptable to risk buying counterfeit products in the case of medicine shortage, poor finance, lack of product availability in stores, or in cases of non-medicinal products. This was because of the perception that non-medicinal products (such as cosmetics) were considered less dangerous and harmful to the consumer.

The adverse effects experienced from the use of lifestyle products in this survey were relatively low (<10%). In most cases, adverse effects were attributed to the product itself and corresponded to effects described in the patient information leaflet (PIL). On the contrary, adverse effects not stated on the PIL were attributed to the product being potentially counterfeit and included skin reactions (eg, allergy, rash, itching, and swelling), cardiovascular effects (eg, increased heart rate and blood pressure), gastrointestinal effects (eg, nausea, vomiting, and gastrointestinal disturbance), eye infection, and urinary tract infection. Yet in only 1% of the cases were these adverse effects reported to authorities or a treatment sought. However, more than three-quarters of participants believed that counterfeit medicines could be harmful or lethal.

Limitations
The first limitation in this study was our sample size of 320 participants. The low response rate could be attributed to the complexity of the survey and can be improved with further development and testing. More specifically, the study sample size was low in some countries including Australia, China, Czech Republic, Finland, Greece, Holland, Pakistan, Philippine, Singapore, Sweden, Switzerland, and Thailand. The majority of responses were from the United Kingdom. In this respect, caution should be taken in interpreting the generalizability of the findings in the aforementioned countries. Moreover, the questionnaire was self-reported; thus, there could be potential information bias. Furthermore, the research is not itself conclusive and more research is needed to explore the association between counterfeit products and side effects experienced.

Conclusions
The results of this study showed that more than half the respondents purchased lifestyle products from the Internet. The majority of the respondents purchased cosmetics; whereas, only a small minority purchased medicines from the Internet. The main reasons attributed to purchasing lifestyle products from the Internet were convenience, low prices, detailed product information, and consumer privacy. Most respondents were aware of the presence of counterfeit lifestyle products on the Internet. The main source of information about counterfeit products was obtained through media and/or family and friends. However, only 11.9% of patients experienced counterfeit lifestyle products, of whom only 1% reported it to authorities. Only 7.2% of patients experienced adverse effects associated with the use of a counterfeit lifestyle product. Nonetheless, all respondents were aware of the dangers associated with the use of counterfeit lifestyle products. However, 14.1% of respondents considered it acceptable to risk buying counterfeit products in the case of poor finance, lack of availability in store, or for non-medicinal products.
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Abstract

Background: There has been increased attention for the need to reduce stigma related to sexual behaviors among gay men and other men who have sex with men (MSM) as part of comprehensive human immunodeficiency virus (HIV) prevention and treatment programming. However, most studies focused on measuring and mitigating stigma have been in high-income settings, challenging the ability to characterize the transferability of these findings because of lack of consistent metrics across settings.

Objective: The objective of these analyses is to describe the prevalence of sexual behavior stigma in the United States, and to compare the prevalence of sexual behavior stigma between MSM in Southern and Western Africa and in the United States using consistent metrics.

Methods: The same 13 sexual behavior stigma items were administered in face-to-face interviews to 4285 MSM recruited in multiple studies from 2013 to 2016 from 7 Sub-Saharan African countries and to 2590 MSM from the 2015 American Men’s Internet Survey (AMIS), an anonymous Web-based behavioral survey. We limited the study sample to men who reported anal sex with a man at least once in the past 12 months and men who were aged 18 years and older. Unadjusted and adjusted prevalence ratios were used to compare the prevalence of stigma between groups.

Results: Within the United States, prevalence of sexual behavior stigma did not vary substantially by race/ethnicity or geographic region except in a few instances. Feeling afraid to seek health care, avoiding health care, feeling like police refused to protect, being blackmailed, and being raped were more commonly reported in rural versus urban settings in the United States ($P<.05$ for

http://publichealth.jmir.org/2016/2/e35/
intervention. At the structural level, the risks of unprotected anal intercourse and opportunities due to enacted or perceived discrimination, may limit knowledge and reduced use of health and HIV services by MSM, leading to HIV prevention services or even more negatively, culturally insensitive health workers may result in the provision and uptake of sexual health services. For the community level, sexual behavior–related stigma can limit structural-levels to negatively influence health outcomes. At the individual level, sexual behavior stigma has been linked with adverse mental health outcomes such as depression, suicidal ideation, and substance use disorders. This stigma can operate at community- or structural-levels to negatively influence health outcomes. At the community level, sexual behavior–related stigma can limit the provision and uptake of sexual health services. For example, culturally insensitive health workers may result in the provision and uptake of sexual health services and reduced use of health and HIV services by MSM, due to enacted or perceived discrimination, may limit knowledge of the risks of unprotected anal intercourse and opportunities for access to prevention services. At the structural level, laws against same-sex practices can increase fear and avoidance of health care services, risk behaviors, stress, and promote violence, and worsen health conditions for MSM and the broader communities.

Within the United States, HIV disproportionately affects young, Black and Hispanic MSM. However, individual behavioral risk factors do not appear to explain the increased risk for HIV among racial/ethnic minorities. Instead, the burden of stigma and mental health secondary to sexual and gender minority stress may contribute to the disparities observed around the world. As a result, there is a growing recognition for the need to be able to measure and evaluate stigma toward MSM.

However, a consensus is lacking for how to quantify, measure, and evaluate sexual behavior stigma for key populations. Previous studies have identified high levels of sexual behavior stigma among MSM both in Sub-Saharan Africa and in the United States including physical assault and verbal harassment. However, comparisons are imperfect because many studies do not use consistent metrics for measuring this stigma across settings. Thus, the objectives of this paper are (1) to describe the prevalence of these sexual behavior stigma items in the United States and across age, racial/ethnic, population density, and regional subgroups, and (2) to make a comparison of sexual behavior stigma between MSM in 3 different global regions (United States, West Africa, and Southern Africa) using consistent metrics.

**Methods**

**Study Population and Key Measures**

**American Men’s Internet Survey (AMIS)**

The American Men’s Internet Survey (AMIS) is an annual cross-sectional behavioral survey of MSM in the United States. AMIS-2015 recruited MSM from a variety of websites using banner advertisements or email blasts. Websites included general social networking sites (eg, Facebook), general gay interest sites (eg, sites that post news and articles relevant to a gay audience), gay social networking sites, and mobile-only geospatial social networking applications that connect men with...
other men based on their proximity. Approximately one-half of the surveys were performed on desktop computers and one-half on mobile phones. We used an interim survey dataset from September 2015 to March 2016. To be eligible to participate, men had to be aged 15 years or older, identify as the male gender, and report that they had oral or anal sex with a man at least once in the past. For the purpose of making comparisons with the African data sets, we limited the study sample to men who reported anal sex with a man at least once in the past 12 months and men who were aged 18 years and older, because these were eligibility requirements in the African studies. We also limited the AMIS-2015 sample to men with a current US residency as measured using reported zip codes and Internet protocol addresses. No incentive was provided to the participants.

AMIS consisted of a core questionnaire that was administered to all participants and included questions about demographics and disclosure status, which refers to whether the participant disclosed his same sex practices to either health care workers or family members. It also consisted of 3 different subset questionnaires to which participants were randomized at the start of the survey. All AMIS-2015 participants were asked if they identified as Hispanic/Latino, American Indian or Alaskan Native, Asian, Black or African American, Native Hawaiian or Pacific Islander, or White, and could choose all groups that apply. For the purpose of these analyses, we created a single variable for race/ethnicity, which grouped participants into the following mutually exclusive categories: Hispanic, non-Hispanic Black (“Black”), non-Hispanic White (“White”), and non-Hispanic Other (“Other”), which included those who identified as multiracial, Asian, and Native American/Hawaiian. Participants who indicated that they preferred not to answer questions about race, or that they didn’t know/did not apply were treated as missing (39/2551, 1.5%). We used a combination of county and zip code of residence to determine population density. Population density was classified as urban if participants were recruited from a county or zip code that had a population density of at least 1000 people per square mile, and rural if less than 1000 people per square mile. Sexual behavior stigma items were included in a subset questionnaire; therefore, one-third of participants were asked about sexual behavior stigma (2590/7853, 33.0%).

### Sub-Saharan Africa

Data from Sub-Saharan Africa have been presented in previous studies [23,43-45]. In this secondary analysis, we created a combined data set that was limited to MSM who were aged 18 years or older, reported being assigned male sex at birth and also identified as male, and reported anal intercourse with a man in the past 12 months. Data were collected predominantly via respondent driven sampling (RDS) [46] and snowball sampling [47] from 4285 MSM from 7 Sub-Saharan African countries (Table 1). RDS seeds were recruited from local MSM-affiliated community-based organizations (CBOs) although not all seeds were CBO members. Seeds were selected to represent the diversity of the target population with respect to demographics, HIV status, partnering, and other factors. There is significant consistency of methods across settings with face-to-face administration of a structured survey instrument by MSM or MSM-friendly staff members at the local CBOs. In addition, all data sets contain measures of sociodemographics, disclosure status, and sexual behavior stigma. For these analyses, population density was similarly classified as urban if participants were recruited from a study site located in a city that had a population density of at least 1000 people per square mile, and rural if less than 1000 people per square mile. Participants received a modest reimbursement for their time, the cost of travel to the study site (US$2-$6), and for each eligible participant they recruited into the study (for RDS sampling). For the purpose of making comparisons with the African data sets, we limited the AMIS-2015 sample to men with a current US residency as measured using reported zip codes and Internet protocol addresses. No incentive was provided to the participants.

#### Table 1. Summary of Sub-Saharan Africa MSM data sets.

<table>
<thead>
<tr>
<th>Region</th>
<th>Country</th>
<th>Laws pertaining to same sex practices [48-50]</th>
<th>Recruitment dates</th>
<th>Study site locations</th>
<th>Recruitment method</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Africa</td>
<td>Burkina Faso</td>
<td>Not criminalized</td>
<td>January-August 2013</td>
<td>Bobo Dioulasso and Ouagadougou</td>
<td>RDS⁴</td>
<td>443</td>
</tr>
<tr>
<td>West Africa</td>
<td>Cote d’Ivoire</td>
<td>Not criminalized</td>
<td>March-October 2015</td>
<td>Abidjan, Gagnoa, Bouaké, and Yamoussoukor</td>
<td>RDS</td>
<td>794</td>
</tr>
<tr>
<td>Southern Africa</td>
<td>Lesotho</td>
<td>Sodomy prohibited as common-law offence</td>
<td>February- September 2014</td>
<td>Maseru and Maputsoe</td>
<td>RDS</td>
<td>487</td>
</tr>
<tr>
<td>West Africa</td>
<td>Nigeria</td>
<td>Imprisonment</td>
<td>March 2013- August 2015</td>
<td>Abuja and Lagos</td>
<td>RDS</td>
<td>1067</td>
</tr>
<tr>
<td>West Africa</td>
<td>Senegal</td>
<td>Imprisonment</td>
<td>February- November 2015</td>
<td>Dakar, Mbour, and Thies</td>
<td>RDS</td>
<td>522</td>
</tr>
<tr>
<td>Southern Africa</td>
<td>Swaziland</td>
<td>Unenforced penalties</td>
<td>October- December 2014</td>
<td>Multiple</td>
<td>Snowball</td>
<td>419</td>
</tr>
<tr>
<td>West Africa</td>
<td>Togo</td>
<td>Imprisonment</td>
<td>January-June 2013</td>
<td>Kara and Lome</td>
<td>RDS</td>
<td>553</td>
</tr>
</tbody>
</table>

⁴ Abb: respondent driven sampling.
Sexual Behavior Stigma

Sexual behavior stigma was measured using the same 13 items in AMIS-2015 and in each of the Sub-Saharan Africa studies (Textbox 1). These measures include perceived, anticipated, and experienced stigma, such as stigma from family and friends, health care workers, and stigma from broader society. For questions pertaining to physical attacks and rape, we included responses as a “yes” only if the participant believed that these experiences were related to the fact that he has sex with men.

Textbox 1. Sexual behavior stigma items (response options: yes/no).

1. Have you ever felt excluded from family activities because you have sex with men?
2. Have you ever felt that family members have made discriminatory remarks or gossiped about you because you have sex with men?
3. Have you ever felt rejected by your friends because you have sex with men?
4. Have you ever felt afraid to go to health care services because you worry someone may learn you have sex with men?
5. Have you ever avoided going to health care services because you worry someone may learn you have sex with men?
6. Have you ever felt that you were not treated well in a health center because someone knew that you have sex with men?
7. Have you ever heard health care providers gossiping about you (talking about you) because you have sex with men?
8. Have you ever felt that the police refused to protect you because you have sex with men?
9. Have you ever felt scared to be in public places because you have sex with men?
10. Have you ever been verbally harassed and felt it was because you have sex with men?
11. Have you ever been blackmailed by someone because you have sex with men?
12a. Has someone ever physically hurt you (pushed, shoved, slapped, hit, kicked, choked or otherwise physically hurt you)?
12b. Do you believe any of these experiences of physical violence was/were related to the fact that you have sex with men?
13a. Have you ever been blackmailed by someone because you have sex with men?
13b. Do you believe any of these experiences of sexual violence were related to the fact that you have sex with men?

Ethics

AMIS-2015 data collection was approved by the human subjects research review board at Emory University. Sub-Saharan African studies were approved by respective in-country ethics committees: the Health Research Ethics Committee of Burkina Faso, the Health Research Ethics Committee of Côte d’Ivoire, the Lesotho National Health Research Ethics Committee, the Ethical Committee of Togo, the Senegalese National Health Research Ethics, the Swaziland Scientific Ethics Committee, and the institutional review board (IRB) at the Johns Hopkins Bloomberg School of Public Health. For Nigeria, approval was obtained by the Federal Capital Territory Health Research Ethics Committee, the University of Maryland Baltimore IRB, and the Walter Reed Army Institute of Research IRB. Informed consent was obtained from all individual participants included in these analyses.

Statistical Analysis

We used descriptive statistics (frequencies, percentages) to describe the distribution of sexual behavior stigma items between and within groups. In bivariate analyses, we used log-binomial regression models to generate crude prevalence ratios (PRs) including 95% confidence intervals, which were used to test variables of interest for associations with stigma. Specifically, we examined the association of race/ethnicity, US region, population density, and age group with each sexual behavior stigma item in AMIS-2015. Within US/Africa regions, we measured the association between disclosure and stigma from family members and health care workers.

Multivariable log-binomial models were used to test for associations between region (United States, West Africa, Southern Africa) and prevalence of each stigma item after adjusting for potential confounders (age, disclosure, population density, and education level), which were identified based on findings from previous studies [16,39,43,51,52]. In addition, we accounted for nesting of participants within countries using a random intercept in each of the multivariable models, which is a method that has been used in similar studies [20,53,54]. Listwise deletion was used to handle missing data. Significance was determined at alpha = .05.

Results

Sample Demographics

In AMIS-2015, the median age of participants was 32 years (interquartile range (IQR)=24-50) (Table 2). The sample was roughly evenly divided across regions of the United States, with 19.9% (516/2589) from the Midwest, 18.3% (474/2589) from the Northeast, 37.7% (961/2589) from the South, and 24.6% (638/2589) from the West. Most lived in an urban (1749/2551, 68.6%) area. The distribution of race/ethnicity was as follows: 13.4% (342/2551) Hispanic, 7.4% (188/2551) non-Hispanic Black, 71.7% (1829/2551) non-Hispanic White, and 7.5% (192/2551) Other. The majority (1368/2551, 53.3%) had completed a college level education or higher, 35.0% (898/2569) completed some college, and 11.8% (303/2569) completed high school or lower. Most participants had disclosed their same-sex practices to either a family member (1982/2412, 82.2%) or health care worker (1735/2397, 72.4%).
In West Africa, participants were recruited from Nigeria (1067/3379, 31.6%), Cote d’Ivoire (794/3379, 23.5%), Togo (553/3379, 16.4%), Senegal (522/3379, 15.5%), and Burkina Faso (443/3379, 13.1%). The median age was 23 years (IQR=21-27). Most had completed at least a secondary school education (1898/3359, 56.5%), whereas 24.8% (834/3359) completed more than a secondary school education and 18.7% (627/3359) completed primary school or lower. Overall, 19.7% (665/3379) had disclosed their same-sex practices to a family member and 35.6% (1199/3379) had disclosed to a health care worker.

In Southern Africa, participants were recruited from Lesotho (487/906, 53.8%) and Swaziland (419/906, 46.3%). The median age was 24 years (IQR=21-28). Similar to West Africa, most (597/905, 66.0%) had completed a secondary school education, whereas 20.8% (188/905) completed more than a secondary school education, and 13.3% (120/905) completed primary school or less. Just less than one-third (277/901, 30.7%) disclosed same-sex practices to a family member and 12.2% (110/901) disclosed to a health care worker.

Table 2. Sample demographics by United States/Africa region.

<table>
<thead>
<tr>
<th></th>
<th>United States</th>
<th>Southern Africa</th>
<th>West Africa</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Median age (IQR)</strong></td>
<td>32 (24-50)</td>
<td>24 (21-28)</td>
<td>23 (21-27)</td>
</tr>
<tr>
<td><strong>Education completed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school/secondary</td>
<td>303 (11.8)</td>
<td>717 (79.2)</td>
<td>2525 (75.2)</td>
</tr>
<tr>
<td>or less</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than secondary/high</td>
<td>2266 (88.2)</td>
<td>188 (20.8)</td>
<td>834 (24.8)</td>
</tr>
<tr>
<td>school</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Population density</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>802 (31.4)</td>
<td>603 (66.6)</td>
<td>597 (17.7)</td>
</tr>
<tr>
<td>Urban</td>
<td>1749 (68.6)</td>
<td>303 (33.4)</td>
<td>2782 (82.3)</td>
</tr>
<tr>
<td>**Disclosed same-sex</td>
<td>1735 (72.4)</td>
<td>110 (12.2)</td>
<td>1199 (35.6)</td>
</tr>
<tr>
<td>practices to health care</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>worker</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disclosed same-sex</td>
<td>1982 (82.2)</td>
<td>277 (30.7)</td>
<td>665 (19.7)</td>
</tr>
<tr>
<td>practices to family</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>member</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sexual Behavior Stigma in AMIS-2015

Overall prevalence of stigma items in AMIS-2015 are presented in Table 3. Briefly, the most commonly reported items were verbal harassment (1423/2509, 56.7%), family gossip (1155/2312, 50.0%), and being scared to be in public (811/2551, 31.8%). Prevalence of sexual behavior stigma by race/ethnicity within the United States are shown in Figure 1 and Multimedia Appendix 1. In the bivariate analyses, Hispanic MSM were more likely to report being blackmailed as compared with White MSM ($P=.002$). Black MSM were less likely than White MSM to report family exclusion ($P=.04$), fear of being in public ($P<.001$), verbal harassment ($P<.001$), and physical attacks ($P=.002$).

There were no differences in sexual behavior stigma prevalence by United States region, except that MSM in the West were less likely to feel like police refused to protect them as compared with MSM in the South ($P=.04$), and MSM in the Midwest ($P<.001$), and Northeast ($P=.02$) were less likely to report blackmail as compared with MSM in the South (Figure 2 and Multimedia Appendix 2). MSM who lived in rural as compared with urban areas were more likely to report being afraid to seek health care ($P<.001$), avoiding health care ($P=.003$), feeling like police refused to protect ($P=.001$), being blackmailed ($P=.004$), and being raped ($P=.04$) (Figure 3 and Multimedia Appendix 3).

Finally, young MSM (aged 18-24 years) were more likely than older MSM to be excluded by family members ($P=.002$), gossiped about by family members ($P=.007$), afraid of seeking health care ($P<.001$), avoid seeking health care ($P=.002$), scared to be in public ($P=.03$), and to be blackmailed ($P=.003$) (Figure 4 and Multimedia Appendix 4). However, older MSM (aged 25 years and older) were more likely to have been treated poorly in a health care center ($P<.001$), and to feel like police refused to protect ($P=.03$).
Figure 1. Prevalence of sexual behavior stigma among MSM in AMIS-2015 by race/ethnicity.

Figure 2. Prevalence of sexual behavior stigma among MSM in AMIS-2015 by United States region.
Comparison of Stigma Prevalence Across United States and Sub-Saharan Africa

Overall, sexual behavior stigma reported in AMIS-2015 was similar to or higher than what was reported by participants in the Sub-Saharan African studies (Figure 5 and Table 3). Family exclusion, family gossip, friend rejection, being afraid to seek health care, being treated poorly by a health care worker, feeling like police refused to protect, being scared to be in public, verbal harassment, and being physically hurt were all more commonly reported by AMIS-2015 participants ($P < .001$ for all, except $P = .005$ for comparing fear of seeking health care with Southern Africa). AMIS-2015 participants were also more likely than MSM in West Africa to report avoiding seeking health care ($P = .002$) and health care worker gossip ($P < .001$). Participants in West and Southern Africa more commonly reported blackmail ($P < .001$ for both) compared with those in the United States, and participants in West Africa more commonly reported rape as compared with MSM in the United States ($P < .001$). In all settings, MSM reported verbal harassment as the most common experience of stigma. Rape was the least common experience in United States and Southern Africa, whereas being treated
poorly in a health care center was least commonly reported in West Africa.

Table 3. Prevalence of sexual behavior stigma among MSM by United States/Africa region.

<table>
<thead>
<tr>
<th>Stigma</th>
<th>Region</th>
<th>n/N (%)</th>
<th>Prevalence ratio (95% confidence interval)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family exclusion</td>
<td>United States</td>
<td>775/2489 (31.1)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>126/905 (13.9)</td>
<td>0.45 (0.38-0.53)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>298/3378 (8.8)</td>
<td>0.28 (0.25-0.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family gossip</td>
<td>United States</td>
<td>1155/2312 (50.0)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>181/903 (20.0)</td>
<td>0.40 (0.35-0.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>727/3377 (21.5)</td>
<td>0.43 (0.40-0.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Friend rejection</td>
<td>United States</td>
<td>677/2400 (28.2)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>173/902 (19.2)</td>
<td>0.68 (0.59-0.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>604/3378 (17.9)</td>
<td>0.63 (0.58-0.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Afraid to seek health care</td>
<td>United States</td>
<td>462/2374 (20.4)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>203/905 (22.4)</td>
<td>0.82 (0.71-0.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>756/3378 (22.4)</td>
<td>0.82 (0.75-0.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poor healthcare treatment</td>
<td>United States</td>
<td>462/2374 (20.4)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>62/905 (6.9)</td>
<td>0.35 (0.27-0.45)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>102/3355 (3.0)</td>
<td>0.16 (0.13-0.19)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Avoided health care</td>
<td>United States</td>
<td>488/2430 (20.1)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>180/905 (19.9)</td>
<td>0.99 (0.85-1.15)</td>
<td>.90</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>575/3377 (17.0)</td>
<td>0.84 (0.76-0.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health care worker gossip</td>
<td>United States</td>
<td>201/2397 (8.4)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>74/905 (8.2)</td>
<td>0.98 (0.76-1.26)</td>
<td>.85</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>195/3350 (5.8)</td>
<td>0.69 (0.57-0.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Police refused to protect</td>
<td>United States</td>
<td>298/2367 (12.6)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>65/902 (7.2)</td>
<td>0.57 (0.44-0.74)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>244/3374 (7.2)</td>
<td>0.57 (0.49-0.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Scared to be in public</td>
<td>United States</td>
<td>811/2551 (31.8)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>208/905 (23.0)</td>
<td>0.72 (0.63-0.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>452/3376 (13.4)</td>
<td>0.42 (0.38-0.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Verbally harassed</td>
<td>United States</td>
<td>1423/2509 (56.7)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>351/905 (38.8)</td>
<td>0.68 (0.63-0.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>934/3377 (27.7)</td>
<td>0.49 (0.46-0.52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blackmailed</td>
<td>United States</td>
<td>252/2570 (10.1)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>178/905 (19.7)</td>
<td>1.96 (1.64-2.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>686/3378 (20.3)</td>
<td>2.02 (1.77-2.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physically hurt</td>
<td>United States</td>
<td>473/2513 (18.8)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>120/903 (13.3)</td>
<td>0.71 (0.59-0.85)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>388/3356 (11.6)</td>
<td>0.61 (0.54-0.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Raped</td>
<td>United States</td>
<td>159/2377 (6.7)</td>
<td>Reference</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>59/902 (6.5)</td>
<td>0.98 (0.73-1.31)</td>
<td>.88</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>388/3365 (11.5)</td>
<td>1.72 (1.44-2.06)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Sexual behavior stigma from family and friends was higher among those who had disclosed their sexual practices to a family member in all regions ($P<.001$ for all); however, the prevalence of friend rejection among AMIS-2015 participants was similar between the two disclosure groups ($P=.75$) (Figure 6 and Multimedia Appendix 5).

In the United States, participants who had disclosed their sexual practices to a health care worker were less likely to be afraid to seek health care ($P<.001$) or to avoid seeking health care ($P<.001$) as compared with those who had not disclosed; however, they were more likely than those who had not disclosed to report being treated poorly in a health care center ($P<.001$) (Figure 7 and Multimedia Appendix 6). In both West and Southern Africa, the prevalence of each health care–related sexual behavior stigma item increased among those who had disclosed versus not disclosed ($P<.001$ for all).

Figure 5. Prevalence of sexual behavior stigma among MSM by United States/Africa region.

Figure 6. Prevalence of sexual behavior stigma among MSM who disclosed same-sex behaviors to family vs not disclosed.
Multivariable Adjusted Associations of United States/Africa Region With Sexual Behavior Stigma Items

After adjusting for age, disclosure status with family members and health care workers, education level, and population density, we found that AMIS-2015 participants continued to report higher levels of family exclusion ($P=.02$) and poor health care treatment ($P=.009$) as compared with West Africa (Table 4). However, participants in both West Africa ($P<.001$) and Southern Africa ($P<.001$) reported a higher prevalence of blackmail. The prevalence of all other types of stigma was not found to be statistically significantly different across settings.
Table 4. Adjusted associations of United States/Africa region with sexual behavior stigma.

<table>
<thead>
<tr>
<th>Stigma</th>
<th>Region</th>
<th>Adjusted prevalence ratio&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Family exclusion</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.52 (0.19-1.44)</td>
<td>.21</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.33 (0.13-0.82)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Family gossip</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.52 (0.20-1.35)</td>
<td>.18</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.50 (0.22-1.17)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Friend rejection</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.91 (0.42-1.97)</td>
<td>.81</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.75 (0.37-1.49)</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Afraid to seek health care</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.79 (0.20-3.18)</td>
<td>.74</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.77 (0.22-2.67)</td>
<td>.68</td>
</tr>
<tr>
<td><strong>Poor health care treatment</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.52 (0.14-1.95)</td>
<td>.33</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.21 (0.06-0.67)</td>
<td>.009</td>
</tr>
<tr>
<td><strong>Avoided health care</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.91 (0.20-4.17)</td>
<td>.09</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.85 (0.22-3.32)</td>
<td>.82</td>
</tr>
<tr>
<td><strong>Health care worker gossip</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>1.25 (0.32-4.96)</td>
<td>.75</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.97 (0.29-3.30)</td>
<td>.97</td>
</tr>
<tr>
<td><strong>Police refused to protect</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.84 (0.08-8.38)</td>
<td>.88</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.59 (0.08-4.59)</td>
<td>.61</td>
</tr>
<tr>
<td><strong>Scared to be in public</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.71 (0.15-3.28)</td>
<td>.66</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.37 (0.09-1.45)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Verbally harassed</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.84 (0.44-1.59)</td>
<td>.59</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.52 (0.30-0.93)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Blackmailed</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>2.94 (1.70-5.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>2.86 (1.76-4.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Physically hurt</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.83 (0.17-4.07)</td>
<td>.92</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>0.56 (0.14-2.31)</td>
<td>.43</td>
</tr>
<tr>
<td><strong>Raped</strong></td>
<td>United States Reference</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern Africa</td>
<td>0.94 (0.17-5.15)</td>
<td>.94</td>
</tr>
<tr>
<td></td>
<td>West Africa</td>
<td>1.68 (0.37-7.62)</td>
<td>.50</td>
</tr>
</tbody>
</table>

<sup>a</sup>Models adjust for age, disclosure of same-sex behaviors to family or health care workers, education level, and population density. Models include a random intercept to account for nesting of participants within countries.
Discussion

Principal Results

In these analyses, we identified a high prevalence of experienced, anticipated, and perceived sexual behavior stigma for MSM in all settings. Based on Figure 5, the overall pattern of responses appeared to be similar across regions, with MSM in all settings most commonly reporting verbal harassment and less commonly reporting rape or being treated poorly in a health care center. Surprisingly, in many cases US participants reported even greater levels of stigma than MSM in settings where same sex practices were criminalized. However, many of these differences were not significant after adjusting for potential confounders, and may also be the result of inherent differences in sampling methodology (eg, Web-based questionnaire vs face-to-face interviews).

Interpretation and Comparison with Prior Work

Traumatic experiences among MSM are problematic for the HIV response because they can lead to reduced uptake and use of health services [18,20,21,23,55]. Indeed, stigma has been associated with reduced rates of HIV testing, increased risk for HIV infection, increased fear and avoidance of health care, increased condomless anal sex, and reduced engagement in HIV treatment for those living with HIV [11-14,23]. Stigma has further been linked to adverse mental health outcomes such as reduced self-esteem, internalized homophobia, and depression, with potential mediation by resiliency and coping ability [56-59]. Thus, the findings of high prevalence of multiple forms of stigma suggest the potential for stigma mitigation interventions to improve existing mental health services and HIV prevention and treatment interventions for MSM.

Within AMIS-2015, there were minimal differences in report of sexual behavior stigma by race/ethnicity and by region, suggesting the pervasiveness of these experiences or perceptions among MSM in the United States. However, MSM in rural areas were more likely to report fear and avoidance of health care, feeling like police refused to protect, being blackmailed, and being raped. This is consistent with the findings from previous studies suggesting that stigma toward accessing mental health and HIV services is higher in rural regions of both the United States and Sub-Saharan Africa as compared with more urban regions [51,60,61]. Our finding that Black MSM experienced lower levels of certain types of sexual behavior stigma is in contrast to previous literature suggesting that stigma surrounding sexual orientation is more pervasive in the Black community [62,63]. However, much of this previous work assessed internalized homo-negativity among Black MSM, which we did not measure in this study [64]. In addition, there is potential selection bias in that Black MSM are underrepresented in AMIS-2015, and thus this finding should be further explored and confirmed using alternative sampling methods. There were some differences within AMIS-2015 between age groups, with young MSM (aged 18-24 years) being more likely than older MSM to report stigma from family, to be afraid to seek health care or avoid seeking health care, to be scared to be seen in public, and to be blackmailed. This is somewhat surprising given that we measured lifetime exposure to stigma and suspected that older MSM would have had more opportunity for exposure, and thus higher levels of stigma. These high levels of anticipated stigma and particularly fear and avoidance of health care among young MSM are important to address, as they likely contribute to the sustained or growing incidence of HIV among young MSM worldwide [65-69].

When we stratified by disclosure status, the prevalence of stigma from family members increased for participants who had disclosed same-sex practices to family as compared with those who had not disclosed, and this occurred within each setting of the United States, West Africa, and Southern Africa. This is likely reflective of the fact that in all of these settings MSM who have disclosed their same sex practices are more easily identified as targets for stigma, discrimination, and harassment [43,70-72]. However, the patterns of stigma associated with disclosure status were somewhat different when we examined health care–related stigma. In the United States, those who had disclosed same-sex practices to a health care worker were less likely to fear or avoid seeking health care services, although they were more likely to report being treated poorly in a health care center. Based on these findings, it seems possible that MSM who have disclosed to their providers are more comfortable seeking health care, even though it can sometimes result in negative experiences. In Sub-Saharan Africa, health care stigma increased among those who had disclosed versus not disclosed, indicating the immediate need for structural interventions to improve access to culturally competent health care for MSM across all settings [1,22,73].

There have been successful efforts in Sub-Saharan Africa and other regions to increase clinical and cultural competency for health care workers who provide HIV and sexually transmitted infection prevention, treatment, and care to MSM patients [74-78]. Given our findings, these efforts should be intensified and expanded to cover all domains of health care, particularly because the proper training of health care professionals tends to be one of the more easily implementable intervention strategies to reduce or mitigate stigma. However, stigma toward MSM is not limited to health care settings and structural interventions may also be needed to reduce stigma in community settings including schools, workplaces, churches, and families. These interventions would need to be appropriately tailored to meet the needs of different cultures and communities. In the United States, for example, gay-straight alliances have been successful in reducing homophobia in schools, although this method may or may not be suitable for African settings [79]. Eventual acceptance of lesbian, gay, bisexual, and transgender individuals may be inevitable with slowly increasing social acceptance over time; however, these social changes are not happening at the pace required to make an immediate impact on reducing negative health outcomes.

Limitations

Although we restricted the study populations from each data set to be as similar as possible (eg, aged 18 years and older, anal sex with a man in the past 12 months, cis-gender male) and performed adjusted analyses, there are some inherent differences between the United States and Sub-Saharan Africa study populations that cannot be adjusted for, including sampling
strategies, mode of survey administration, and time period of study participation. Because AMIS-2015 was an anonymous Web-based survey, it is possible some participants were more comfortable to disclose this sensitive information in an anonymous Internet setting as compared to during a face-to-face interview [80,81]. This bias might be mitigated because interviewers were administered by highly trained MSM or MSM-friendly staff members. Moreover, participants in these studies reported high levels of another sensitive issue, condomless anal sex, which further suggests minimal bias due to social desirability (data not shown).

Another limitation is that the African studies were conducted with incentives for participation that were not included in AMIS, including in some cases HIV and biological testing, and therefore may have reached individuals who would have not otherwise participated. Participants in AMIS were highly educated and mostly of White, non-Hispanic race/ethnicity, suggesting limitations to generalizability to other MSM in the United States. It is also possible that AMIS participants, who were recruited from gay-related websites, were more actively involved in the gay community and more likely to be exposed to stigma. This is because participants in Sub-Saharan Africa were recruited using RDS (except in Swaziland), which has been shown to be capable of reaching MSM who are less engaged in the gay community and HIV testing [82]. Finally, the prevalence of missing values for AMIS-2015 (1.5%-10.7% for each stigma item) were higher than those in Western and Southern Africa (0%-1%), likely because AMIS-2015 was a Web-based survey, whereas African data were collected during face-to-face interviews. However, this study is the first to our knowledge to make a direct comparison of sexual behavior stigma between MSM in the United States and Sub-Saharan Africa using consistent metrics.

**Conclusions**

Sexual behavior stigma felt or experienced by MSM appears to be pervasive across the United States and Sub-Saharan Africa, and this has implications for both sexual and mental health. Given the growing desire to measure, quantify, and evaluate stigma toward key populations as part of the HIV response, this paper is timely in its comparison of prevalence of sexual behavior stigma across 3 widely different regions (the United States and Western and Southern Sub-Saharan Africa). It is important to note that results may be influenced by differences in sampling methodology across regions. However, the consistently observed high burden of stigma points to the need for immediate structural interventions to address each of the domains of sexual behavior stigma presented here; that is, stigma from family and friends, health care workers, and from broader society. These interventions will be critical for making a positive impact on the mental health of these men, and also for reducing the global sustained burden of HIV and other adverse health outcomes in this key population.
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Background: Atrial fibrillation, the world’s most common arrhythmia, is a leading risk factor for stroke, a disease striking nearly 1.6 million Indians annually. Early detection and management of atrial fibrillation is a promising opportunity to prevent stroke but widespread screening programs in limited resource settings using conventional methods is difficult and costly.

Objective: The objective of this study is to screen people for atrial fibrillation in rural western India using a US Food and Drug Administration-approved single-lead electrocardiography device, Alivecor.

Methods: Residents from 6 villages in Anand District, Gujarat, India, comprised the base population. After obtaining informed consent, a team of trained research coordinators and community health workers enrolled a total of 354 participants aged 50 years and older and screened them at their residences using Alivecor for 2 minutes on 5 consecutive days over a period of 6 weeks beginning June, 2015.

Results: Almost two-thirds of study participants were 55 years or older, nearly half were female, one-third did not receive any formal education, and more than one-half were from households earning less than US $2 per day. Twelve participants screened positive for atrial fibrillation yielding a sample prevalence of 5.1% (95% CI 2.7-8.7). Only one participant had persistent atrial fibrillation throughout all of the screenings, and 9 screened positive only once.

Conclusions: Our study suggests a prevalence of atrial fibrillation in this Indian region (5.1%) that is markedly higher than has been previously reported in India and similar to the prevalence estimates reported in studies of persons from North America and Europe. Historically low reported burden of atrial fibrillation among individuals from low and middle-income countries may be due to a lack of routine screening. Mobile technologies may help overcome resource limitations for atrial fibrillation screening in underserved and low-resource settings.

(KEYWORDS atrial fibrillation; India; screening; mobile technology; community health workers)
Introduction

Atrial fibrillation is the world’s most common cardiac arrhythmia and, if untreated, increases the risk of stroke by upwards of five-fold [1]. Atrial fibrillation–related complications, particularly stroke, have reached epidemic proportions in low and middle-income countries. This is particularly true in India, where approximately 1.6 million persons suffer a stroke annually [2]. A growing number of people in India are affected by risk factors for atrial fibrillation, including hypertension and diabetes mellitus [3], and the contribution of atrial fibrillation to the ongoing stroke epidemic in India is unclear and understudied [4]. In India, where the majority of health care costs are out of pocket [5], routine evaluations using conventional electrocardiography (ECG) to diagnose atrial fibrillation are not standard of care. Therefore, an understanding of the atrial fibrillation epidemiology becomes dependent on systematic screening programs. Single-time, point-of-care screening programs face difficulties of their own because of the paroxysmal and minimally symptomatic nature of the majority of atrial fibrillation cases.

Here we report findings of a study to screen people for atrial fibrillation in rural western India using a US Food and Drug Administration (FDA)-approved single-lead ECG device, Alivecor, to overcome traditional constraints of dysrhythmia screening [6].

Methods

Residents from 6 different villages in Anand District, Gujarat, India, comprised the base population. These 6 villages were randomly selected from a list of 30 villages where our community health workers are present. Trained research coordinators worked with the community health workers who were familiar with the layout of their respective villages and enrolled 60 participants from each village. Villages in India are typically organized by occupation-based colonies (fariyahs), and an equal number of participants were recruited from all fariyahs. The residents of every third house in each fariyah were approached for enrollment through the use of a systematic random sample. After obtaining informed consent, a team of trained research coordinators and community health workers enrolled a total of 355 participants aged 50 years and older to participate in the study.

The study included two components: (1) screening using FDA-approved single-lead ECG device, Alivecor, and (2) collection of pulse data to develop an automated arrhythmia detection mobile app that can be used in low-resource settings [7,8]. Both Alivecor and pulse data were recorded serially for 2 minutes each on 5 consecutive days over a period of 6 weeks beginning June, 2015. During screening, participants sat cross-legged, resting the smartphone (iPhone 4S) in their lap to stabilize the phone and reduce excess motion that could interfere with the recordings (Figure 1). Additionally, on the day of enrollment, participants responded to a questionnaire that collected information related to their demographic characteristics, lifestyle habits, and past medical history.

The Alivecor device malfunctioned for two weeks, and therefore 120 participants from two villages were not screened for atrial fibrillation using Alivecor and were excluded from this study. Study staff uploaded ECG and pulse check recordings to a secure, Web-accessible Research Electronic Data Capture study database. Because pulse data were collected with the intention of developing an arrhythmia detection app based on the results of this pilot study, our outcome of atrial fibrillation was determined based solely on the ECG results from the FDA-approved Alivecor device. A board-certified cardiologist reviewed all ECG tracings for participants who had abnormal rhythm findings based on the automated Alivecor algorithm (Figure 2). Any participant found to have atrial fibrillation was referred to a study cardiologist located at a regional academic health center. Due to constraints in our available resources, our research staff did not follow up with participants after screening to assess whether any clinical plan was initiated.

A randomly selected 20% subsample of normal ECG tracings were reviewed by two trained study staff members, and discordant readings were adjudicated by the study cardiologist. Thus, a board-certified cardiologist reviewed the ECG tracings of all participants who were determined to have positive screening findings for the presence of atrial fibrillation. The study received institutional review board approval from the University of Massachusetts Medical School and HM Patel Center for Medical Care and Education. Descriptive statistics were utilized to describe the characteristics of study participants. Sociodemographic and comorbid factors were compared across different age groups using Fisher exact tests. Prevalence rates of atrial fibrillation were calculated in a standard manner with accompanying 95% confidence intervals. Given the limited sample size in our pilot investigation and the use of the Alivecor ECG as the source for gold standard measurement, we did not calculate performance measures.
Figure 1. Community health worker screening a study participant for atrial fibrillation using a single-lead ECG device.
Results

Almost two-thirds of study participants were 55 years or older, nearly half were female, one-third did not receive any formal education, and more than one-half were from households earning less than US $2 per day (Table 1).

Twelve participants screened positive for atrial fibrillation yielding a sample prevalence of 5.1% (95% CI 2.7-8.7) (Figure 2); the characteristics of these individuals are shown in Table 2.

Only one participant had persistent atrial fibrillation throughout all of the screenings; 9 screened positive only once. The cumulative prevalence of atrial fibrillation in this population according to increasing number of screenings is presented in Table 3.

The first screening only identified 7 participants with a positive screen for atrial fibrillation. The remaining 5 participants who screened positive for atrial fibrillation were identified at the fourth screening. A comparison of the 235 participants included in the analyses, with the 120 excluded participants, revealed no meaningful differences between the two groups (see Multimedia Appendix 1 for details).
Table 1. Sociodemographic, lifestyle, and health characteristics of 234 participants from rural Gujarat, India, screened for arrhythmias, stratified by age groups.

<table>
<thead>
<tr>
<th>Age group (%)</th>
<th>N</th>
<th>50-55</th>
<th>55-65</th>
<th>65+</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Femaleb</td>
<td>140</td>
<td>71.4</td>
<td>55.0</td>
<td>56.3</td>
<td>.09</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>70</td>
<td>30.7</td>
<td>27.0</td>
<td>35.1</td>
<td>.19</td>
</tr>
<tr>
<td>10th grade or less</td>
<td>129</td>
<td>50.0</td>
<td>59.6</td>
<td>58.4</td>
<td></td>
</tr>
<tr>
<td>More than 10th grade</td>
<td>29</td>
<td>19.4</td>
<td>13.5</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td>Works for pay</td>
<td>60</td>
<td>45.8</td>
<td>29.9</td>
<td>9.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Daily household incomec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $1</td>
<td>71</td>
<td>33.9</td>
<td>28.1</td>
<td>31.7</td>
<td>.03</td>
</tr>
<tr>
<td>$1-$2</td>
<td>62</td>
<td>14.5</td>
<td>31.5</td>
<td>31.7</td>
<td></td>
</tr>
<tr>
<td>$2-$4</td>
<td>53</td>
<td>37.1</td>
<td>20.2</td>
<td>15.2</td>
<td></td>
</tr>
<tr>
<td>More than $4</td>
<td>44</td>
<td>14.5</td>
<td>20.2</td>
<td>21.5</td>
<td></td>
</tr>
<tr>
<td>Smoking history</td>
<td>37</td>
<td>7.9</td>
<td>14.3</td>
<td>11.3</td>
<td>0.25</td>
</tr>
<tr>
<td>Chew tobacco</td>
<td>58</td>
<td>33.3</td>
<td>22.0</td>
<td>21.3</td>
<td>0.03</td>
</tr>
<tr>
<td>Hypertension</td>
<td>87</td>
<td>27.0</td>
<td>34.1</td>
<td>48.8</td>
<td>0.02</td>
</tr>
<tr>
<td>Diabetes</td>
<td>20</td>
<td>9.5</td>
<td>5.5</td>
<td>11.3</td>
<td>0.37</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>21</td>
<td>4.8</td>
<td>8.8</td>
<td>12.5</td>
<td>0.30</td>
</tr>
</tbody>
</table>

aFisher exact test. 
bOne participant had completed the screening and thus was included in the analyses but did not respond to the questionnaire. 
cBased on a conservative exchange rate of 1 USD = 60 INR for 2015 calendar year.

Table 2. Characteristics of 12 atrial fibrillation positive cases identified by a cardiologist review of single-lead ECG recording.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Age</th>
<th>Index positivea</th>
<th># positiveb</th>
<th>Smoking</th>
<th>Hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Female</td>
<td>50-55</td>
<td>3</td>
<td>1/3</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Female</td>
<td>55-60</td>
<td>1</td>
<td>1/3</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>Female</td>
<td>60-65</td>
<td>1</td>
<td>5/5</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>Female</td>
<td>60-65</td>
<td>1</td>
<td>2/5</td>
<td>No</td>
</tr>
<tr>
<td>5</td>
<td>Female</td>
<td>75-80</td>
<td>1</td>
<td>1/4</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>Female</td>
<td>80-85</td>
<td>1</td>
<td>3/4</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>Male</td>
<td>50-55</td>
<td>3</td>
<td>1/3</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>Male</td>
<td>55-60</td>
<td>1</td>
<td>1/1</td>
<td>Yes</td>
</tr>
<tr>
<td>9</td>
<td>Male</td>
<td>60-65</td>
<td>1</td>
<td>1/1</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>Male</td>
<td>70-75</td>
<td>4</td>
<td>1/5</td>
<td>Yes</td>
</tr>
<tr>
<td>11</td>
<td>Male</td>
<td>75-80</td>
<td>3</td>
<td>1/3</td>
<td>No</td>
</tr>
<tr>
<td>12</td>
<td>Male</td>
<td>75-80</td>
<td>4</td>
<td>1/5</td>
<td>No</td>
</tr>
</tbody>
</table>

aRefers to the number of screening when atrial fibrillation was first recognized. 
bRefers to the total number of positive screenings for a given participant.
Discussion

Principal Findings

Our study suggests a prevalence of atrial fibrillation in this Indian region (5.1%) that is markedly higher than has been previously reported in India and similar to the prevalence estimates reported in studies of persons from North America and Europe [1,9,10]. This finding is noteworthy and challenges conventional wisdom that individuals of European descent have higher rates of atrial fibrillation than individuals of Asian descent [1].

current understanding of the global epidemiology of atrial fibrillation is dependent on robust surveillance systems and high quality community-based studies, but there remains a paucity of such investigations outside of North America and Europe, particularly in countries with less developed health systems [10]. A 2012 meta-analysis of community-based screening studies identified only one study from India [10]. That study was conducted in a tribal Himalayan village and found only one case of atrial fibrillation among 984 screened individuals, a prevalence rate of 0.1% [9]. However, 94% of participants in that study were less than 65 years old and thus not representative of the age profile of typical atrial fibrillation patients. A recently published opportunistic screening study of festival attendees reported a slightly higher but still low prevalence of atrial fibrillation (0.5%) among individuals 50 years of age or older [11]. Reasons for the discrepancies between our results and prior studies may include the shortcomings of opportunistic screening efforts involving younger individuals and the use of a single spot-check for atrial fibrillation. Our approach, in contrast to the two prior studies in India, utilized a randomized home-based serial screening of participants aged 50 years and older in order to detect paroxysmal and persistent atrial fibrillation. The higher yield from multiple rhythm checks versus a single check for the detection of paroxysmal atrial fibrillation in the community has been emphasized by other studies [12] and is made evident by our findings. Namely, we observed that out of the 12 participants who screened positive for atrial fibrillation, only one had persistent atrial fibrillation. Moreover, 5 participants who were ultimately found to have paroxysmal atrial fibrillation did not have atrial fibrillation detected during their first screen.

Recently, there has been increased attention in North America and Europe to leverage mobile technology for the screening of persons with undetected atrial fibrillation [12,13]. The establishment of the National Programme for Prevention and Control of Stroke by the Indian government supports the importance of stroke prevention in India. However, due to the cost of ECG-based screening programs and paucity of trained health professionals in many regions, atrial fibrillation screening has not been possible to date. Our efforts suggest that by engaging community health workers to use novel mobile technologies for arrhythmia monitoring we can screen large numbers of Indians for atrial fibrillation. Our capacity to recruit and serially screen residents of the rural Anand community was strengthened by a long-standing relationship between investigators and community health workers in India.

Limitations

The findings of our study need to be interpreted with appropriate caution given several concerns and limitations. First, this study is based on a relatively small sample size of 235 participants. Therefore, we have presented information about sample sizes and accompanying 95% confidence intervals to demonstrate the range of possible prevalence estimates consistent with the variability observed in our data. Second, we did not perform a gold standard 12-lead ECG to confirm our positive screening findings. It is important to note, however, that Alivecor devices are FDA-approved and are widely used by cardiologists in diverse clinical settings [14]. Lastly, our cross-sectional study design limits our ability to assess any potential outcomes associated with atrial fibrillation or characterize the clinical presentation of atrial fibrillation in more detail. Therefore, future efforts should explore the feasibility and costs associated with replicating our approach in other environments to define the accuracy of the automated algorithms employed in larger and more diverse cohorts, to create referral mechanisms which can accommodate newly identified patients, to more systematically characterize the clinical presentation of atrial fibrillation (eg, valvular diseases, comorbidities, psychosocial impact), and to demonstrate reduced stroke rates through the primary prevention of stroke in screened populations.

Conclusions

In conclusion, our study has two important implications: (1) mobile technologies may help overcome resource limitations for screening adults for atrial fibrillation in underserved and low-resource settings and (2) serial screening for atrial fibrillation enhances the ability to identify persons at risk for atrial fibrillation.

Table 3. Cumulative prevalence of atrial fibrillation by number of screenings.

<table>
<thead>
<tr>
<th>Screening number</th>
<th>Cumulative prevalence (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0 (1.2-6.1)</td>
</tr>
<tr>
<td>2</td>
<td>3.0 (1.2-6.1)</td>
</tr>
<tr>
<td>3</td>
<td>4.3 (2.1-7.7)</td>
</tr>
<tr>
<td>4</td>
<td>5.1 (2.7-8.7)</td>
</tr>
<tr>
<td>5</td>
<td>5.1 (2.7-8.7)</td>
</tr>
</tbody>
</table>
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Abstract

Background: Ecological momentary assessment (EMA) is a popular method for understanding population health in which participants report their experiences while in naturally occurring contexts in order to increase the reliability and ecological validity of the collected data (as compared to retrospective recall). EMA studies, however, have relied primarily on text-based questionnaires, effectively eliminating low-literacy populations from the samples.

Objective: To provide a case study of design of an EMA mobile app for a low-literacy population. In particular, we present the design process and final design of an EMA mobile app for low literate, Mexican American women to record unhealthy eating and weight control behaviors (UEWCBs).

Methods: An iterative, user-centered design process was employed to develop the mobile app. An existing EMA protocol to measure UEWCBs in college-enrolled Mexican American women was used as the starting point for the application. The app utilizes an icon interface, with optional audio prompts, that is culturally sensitive and usable by a low-literacy population. A total of 41 women participated over the course of 4 phases of the design process, which included 2 interview and task-based phases (n=8, n=11), focus groups (n=15), and a 5-day, in situ deployment (n=7).

Results: Participants’ mental models of UEWCBs differed substantially from prevailing definitions found in the literature, prompting a major reorganization of the app interface. Differences in health literacy and numeracy were better identified with the Newest Vital Sign tool, as compared with the Short Assessment of Health Literacy tool. Participants had difficulty imagining scenarios in the interviews to practice recording a specific UEWCB; instead, usability was best tested in situ. Participants were able to use the EMA mobile app over the course of 5 days to record UEWCBs.

Conclusions: Results suggest that the iterative, user-centered design process was essential for designing the app to be made usable by the target population. Simply taking the protocol designed for a higher-literacy population and replacing words with icons and/or audio would have been unsuccessful with this population.

(JMIR Public Health Surveill 2016;2(2):e31) doi:10.2196/publichealth.5511
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Introduction

Ecological Momentary Assessment

Ecological momentary assessment (EMA) is a measurement approach rapidly gaining popularity in public health research because of its utility in capturing complex processes associated with major health problems and their treatment. To date, more than 250 studies have used EMA to investigate critical public health problems ranging from diabetes, hypertension, asthma, tobacco, alcohol and drug use, obesity, and physical inactivity. EMA refers to the collection of individuals’ behavioral, emotional, cognitive, and biophysical data as they occur in the natural environment, most frequently using an electronic device. EMA is considered a class of measurement approaches that are unique in that they share a set of three properties: (1) the phenomenon of interest is measured repeatedly over time, (2) measurement occurs within the naturally occurring context, and (3) data are collected as the target event occurs or shortly thereafter [1]. Therefore, EMA eliminates problems associated with retrospective recall of a targeted event (eg, how many cigarettes did you smoke in the last month?) and threats to ecological validity. Rather, EMA provides a detailed picture of the individual’s experiences as they naturally occur over time and across situations.

An important advantage of EMA is that both objective and subjective data related to the target event can be measured simultaneously or in close succession. Although some studies collect biomarker data in vivo in conjunction with self-report data, others rely exclusively on self-report data. For example, in several studies of the effects of stress on health outcomes, salivary cortisol was measured several times daily over the course of several days concurrently with self-report measures of affect and stress [2,3]. Other EMA studies focused solely on participant subjective experience with protocols including multiple word-based questionnaires.

Despite the many strengths of EMA, one notable limitation is that data collection often includes complex protocols, and subjective data collection relies on word-based questionnaires that include complex ratings and self-evaluations [4]. As a result, EMA studies often exclude large and particularly vulnerable segments of our population—persons with low health literacy.

Health literacy is defined as “the ability to obtain, process, and understand basic health information and services needed to make appropriate health decisions and follow instructions for treatment.” Health literacy, like general literacy, address three levels eating disorders, definitions of the UEWCBs were based [12]. Although the parent study did not address diagnosable level eating disorders, definitions of the UEWCBs were based on the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) [13]. Problems with a direct adaptation of the EMA and research protocols to a low-literacy population were identified and rectified through 4 phases of the design process meant to (1) identify icons to visually represent the target behaviors that are understandable and culturally relevant to MA women and (2) develop behavior-recording navigation that is intuitive and easy to use.

Methods

The study protocol was approved by the institutional review board (IRB) of the 2 participating universities. Adopting a user-centered, iterative design process meant that we did not know the exact nature of the phases of the study a priori. The final protocol consisted of 4 user-centered phases (Figure 1), including (1) activities to elicit feedback on icons for the interface, (2) a focus group to clarify the population’s
understanding of UEWCBs, (3) activities to finalize icons and test the navigation of the app, and (4) an in situ, 5-day beta test with a fully functional app. All data collection activities were conducted in Spanish. A female member of the community who came to the United States as a migrant farm worker and is widely known by the community as a farm worker rights advocate was employed by our project as a community liaison. In addition, a Spanish-English bilingual woman was employed as data collector.

The community liaison and data collector completed protection of human subjects certification and were trained for data collection by the project manager. Training activities were completed before each phase and included the subject recruitment protocol, informed consent process, and data collection activities. Although there were slight variations across the phases, generally the community liaison administered the informed consent and collected demographic data. The data collector administered health literacy measures and all study questionnaires. For the beta test, the data collector oriented the participant to the mobile phone app and behavioral recording. The programmer responsible for developing the mobile phone app participated in the first 2 phases to observe participants’ mobile phone use competency and ability to navigate early versions of the app.

**Figure 1.** The 4 phases in our final protocol.

**Translations**
All study materials, including the informed consents, interview scripts, and measures, were translated into Spanish by a certified translator with fluency in Mexican Spanish. All translations were reviewed by the community liaison and discrepancies or questions were resolved through discussion with the translator. Responses to open-ended questions were translated into English after the sessions by the data collection team.

**Recruitment**
The community liaison assumed responsibility for all recruitment activities, including verbal announcements at local churches, day care centers, farm community social activities, and Mexican Consulate on Wheels programs. In addition, the project had IRB approval allowing the community liaison to recruit via home visits. Regardless of the mode of initial contact, the recruitment process included 2 face-to-face visits at the potential participant’s home. During the first visit, the community liaison described the project to the potential participant and answered questions. The informed consent was read aloud and the participant was asked to spend a few days talking with her family and thinking over her interest in participating. During the second visit, the participant was asked if she would like to participate and, if she did, an appointment was set for the data collection session.

**Data Collection**
Except for the focus groups, all data collection sessions were individual, face-to-face interviews conducted at participants’ homes. Both the community liaison and Spanish-speaking data collector conducted all data collection sessions together. Because of issues related to immigration status, names were not recorded on study documents. Informed consent was granted orally with a witness’ signature to document agreement. Participants were monetarily compensated for their time, with the amount varying across study phases. Participants were paid in cash (phases 1-3: US $15, phase 4: US $55) and a witness’ signature documented the payment. Except for one participant who participated in both phase 2 and phase 4, participants were involved in only a single phase of the study.

**Measures**
Two measures for health literacy were used to ensure we were reaching our target population. A custom usability questionnaire was used for the final phase to identify potential problems with the app. Psychometrics of the measures was not computed for this study because of the small sample size.

- **Short Assessment of Health Literacy–Spanish and English** (SAHL-S&E) is an 18-item measure that tests word reading ability and comprehension in the health context. A score of 0-14 was considered inadequate health literacy. SAHL was used for each study. Correlations between SAHL-S and other measures of health literacy (50-item Short Assessment of Health Literacy for Spanish Adults and the
Test of Functional Health Literacy in Adults) and level of education in Spanish-speaking samples were positive and strong. Alpha coefficients for the 18-item English and Spanish versions were .89 and .80, respectively. Results of item response theory indicate that the English and Spanish versions are comparable tests [14].

- Newest Vital Sign (NVS) is a tool to assess health literacy that addresses both reading and numeracy skills [15]. Total scores of 0-1 suggest high likelihood of limited literacy; scores of 2-3 indicate possible limited literacy; scores of 4-6 indicate adequate literacy. Evidence to support construct validity and internal consistency (English: alpha=.76; Spanish: alpha=.69) has been shown [16]. The NVS was used for phases 3 and 4.

- A 43-item usability and context of use questionnaire, modified from [17], was administered at the final interviews for the beta study, which used a working version of the app. Questions focused on factors influencing the recording of behaviors, including overall usability of the app (8) and individual features (icons, 5; reminders, 8; and the camera, 2), learnability and help within the app (5), context of use (11), and how using the app made them feel about their health (4). A total of 31 questions were on a 5-point Likert scale and 12 questions were yes or no answers.

Analysis

Descriptive statistics were used to analyze data in each phase except phase 2. The sample size for each phase, although appropriate for the specific design activity (eg, Siek et al [18] report a picture card study with n=8), is too small to perform inferential analysis beyond averages and counts. In general, if more than one participant had difficulty with an activity, the associated interface component was discussed by the team and improved upon, or further user feedback was elicited. Focus group audiotapes were transcribed and translated. Conventional content analysis was used to analyze the data [19]. Two investigators (KS and NT) participated in the data coding and analysis. Transcripts were read to achieve initial understanding and followed by a line-by-line analysis to derive codes and themes that reflect concepts and thoughts. After all transcripts were coded, the 2 investigators met to discuss any discrepancies in codes, cluster codes into meaningful categories, and discuss potential relationships. During the final phase, means and standard deviations of the usability questionnaire were computed to identify poorly scoring questions, indicating potential problems with the app.

Phase 1: Icon Selection

A word-based menu-driven interview protocol designed to measure UEWCBs and tobacco and alcohol use in college-enrolled young adult MA women [12] was used as the starting point for the app development. The first step in the process was to replace word-based representations for the target UEWCBs, tobacco use, and alcohol use behaviors with icons or pictures that were culturally appropriate and easy for our participants to understand. In addition, we sought to add to the protocol measures of the emotional and social context in which the target behaviors occurred. To achieve these aims, a collection of icons and pictures to represent the target behaviors, moods, and contexts were gathered through Web searches completed by the research team. Icons were selected to test a variety of dimensions, such as cartoons versus realistic drawings versus photos, and items shown with and without women. The purpose of phase 1 was to validate the cultural appropriateness and understandability of the selected icons and pictures with the target population.

Sample

Participants for this phase were 8 women recruited from farming communities in Western New York. All were first generation (eg, born in Mexico) and spoke Spanish as their primary language. The mean age of the sample was 28.3 years (range 21-32 years). Three participants had less than a high school education, 4 completed high school, and 1 completed some college. The mean SAHL score for the sample was 16.1 (range 13-18) with 3 women scoring in the range of low literacy (ie, ≤ 14).

Phase 1–Specific Methods

Participants were asked to complete 3 card-sorting tasks to determine meaningfulness, cultural appropriateness, and preferences for the visual images. In task 1, participants were verbally provided definitions of all UEWCBs, tobacco use, and alcohol use behaviors (Table 1, left-hand column), and asked to sort icons into stacks of specific behaviors. Definitions were based on the DSM-IV and items from the Eating Disorder Examination [20] but were simplified to improve comprehensibility. Detailed properties of the behaviors were not included in the verbal definition, but plans were for the app to address them with follow-up screens. Once completed, we showed correct icons of each behavior together and asked participants to pick best, worst, and inappropriate icons for each behavior with 2-8 icons of each behavior shown.

In task 2, participants were asked to rate photos and drawings of emotions (happy, sad, angry, frustrated, worried, scared, lonely, and disgusted), locations (car, restaurant, field, store, bed, kitchen, living room, house, and church), activities (resting, working, socializing, exercising, eating, watching television, on the phone, driving, and on computer), and social context (alone, family, friends, coworkers, and crowd) depicted in another set of icons.
Furthermore, images were not always understood as products that would help them lose weight. Distinguishing images of laxatives, diuretics, and appetite restricting. Likewise, 7 of the participants had difficulty revealing they considered fasting to be (extreme) form of restricting. Between fasting and restricting images, with the audiotapes particular, all of the participants had difficulty distinguishing the link between the definitions provided and the icons. In the definitions of the UEWCBs and (2) often did not understand during the task revealed that participants (1) did not understand the representations of UEWCBs. For example, icons to represent diet pills were understood as a general picture of pills. Similarly, icons to represent self-induced vomiting to control weight were interpreted as “being sick.” Finally, the concept of binge eating was unfamiliar and no suitable translation was identified.

In task 2, participants accurately identified photos and drawings of all 8 emotions and preferred photos of humans depicting the emotions compared with line drawings. Participants had considerable difficulty correctly identifying pictures related to location, activity, and social context.

In task 3, five participants correctly responded to the time task using the clock image and 7 reported that the clock image was easier to read. Finally, all 8 participants indicated they would like the ability to play the text shown on the pictures aloud. However, 4 of 8 indicated they would not want audio to be played when other people were around.

### Table 1. Unhealthy eating and weight control behaviors, alcohol, and tobacco vocabulary and definitions used in the study.

<table>
<thead>
<tr>
<th>Ten definitions before phase 2: focus groups</th>
<th>Eleven definitions after phase 2: focus groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exercise: workout, train, or exercise for the purpose of controlling your weight or shape or to burn calories.</td>
<td>Exercise: physical activities or exercise that you do to lose weight or avoid gaining weight.</td>
</tr>
<tr>
<td>Restricting: purposefully limiting the amount of food or calories that you eat or dieting to control your shape or weight. This includes the use of lower calorie meal replacement products such as Slim-Fast.</td>
<td>Changing what you eat or how you eat (diet): changing what or how much you eat to lose or control your weight or deal with your worries about being or getting fat. This would include cutting down how much you ate, cutting out certain foods, skipping meals, and not eating anything for a period of time.</td>
</tr>
<tr>
<td>Fasting: taking in no food for a period of several hours to control your shape and weight.</td>
<td>Eat and eat: overeating, eating a large quantity of food that makes you feel guilty or embarrassed, accompanied by feelings of being out of control.</td>
</tr>
<tr>
<td>Binge eating: you’ve eaten so much food in a short period of time that you would be embarrassed if others saw you, and during these times when you ate this way you feel you couldn’t stop eating or control what or how much you were eating.</td>
<td>Diet pills and appetite suppressants: use of pills or other substances for the purposes of burning calories, altering your appetite or metabolism for the purpose of controlling your shape and weight.</td>
</tr>
<tr>
<td>Diuretics: water pills or other substances for the purpose of reducing the amount of water in your body to control your weight or shape. This includes herbal pills and teas taken to reduce water weight.</td>
<td>Powders: powders used to get rid of food, reduce your appetite, or cause you to lose weight or avoid gaining weight.</td>
</tr>
<tr>
<td>Vomiting: throw up to control your shape or weight or to get rid of food.</td>
<td>Drinks: drinks that are used to help you lose weight, sometimes they are taken instead of eating a meal; other drinks may be used to reduce your appetite or help you get rid of food.</td>
</tr>
<tr>
<td>Smoking: use of cigarettes.</td>
<td>Smoking: use of cigarettes or tobacco products.</td>
</tr>
<tr>
<td>Alcohol: use of any alcoholic beverages.</td>
<td>Alcohol: use of any alcoholic beverages.</td>
</tr>
</tbody>
</table>

Task 3 involved two behaviors of interest that require the recording of time (binge eating and exercise). We showed participants two, 6-icon sets depicting various times. Participants were asked to select an icon from each set to report 50 minutes of exercise.

After the 3 card-based tasks were completed, participants were asked about the desirability of audio help within the app.

### Results

Performance on task 1 and translated audiotapes of questions during the task revealed that participants (1) did not understand the definitions of the UEWCBs and (2) often did not understand the link between the definitions provided and the icons. In particular, all of the participants had difficulty distinguishing between fasting and restricting images, with the audiotapes revealing they considered fasting to be a (extreme) form of restricting. Likewise, 7 of the participants had difficulty distinguishing images of laxatives, diuretics, and appetite suppressants, with the audiotapes revealing that most simply thought of products that would help them lose weight. Furthermore, images were not always understood as
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Discussion

There were two primary findings that led us to change our research protocol. The first was related to our study methodology: the SAHL measure of health literacy was not adequate to capture the range of cognitive functions required by the study tasks. An adequate literacy score using SAHL simply means a participant can read health vocabulary out loud and recognize word meaning; however, SAHL does not test more complex comprehension and application of concepts. Five of our 8 participants had adequate health literacy according to their SAHL scores, yet all of our participants struggled with understanding UEWCB definitions and 3 had difficulty interpreting time values. An investigation of the literature led us to add NVS to our future protocols, as NVS can be used to measure more complex manipulation of information. Our hope was that NVS would be a more complete measure of health literacy skills required to use a mobile app.

The other important finding indicated that making the EMA app appropriate for a low-literacy and low-acculturated population was not as easy as translating the existing protocol from text to icons, because the language and mental models of the targeted behaviors differed between our population and a higher-literacy MA population. Indeed, behaviors identified and defined in the original protocol suitable for high-literacy MA women were unfamiliar to our target population. Furthermore, the study showed that icons and pictures related to social context were unclear and confusing. These results made us go back to our target group to determine how they think about weight control behaviors so we could accurately capture that in an EMA app.

Phase 2: Understanding UEWCBs

To gain an understanding of the conceptualization and language of UEWCBs of our target population, 2 focus groups were added to the study protocol. The goals of these focus groups were to (1) describe the weight and shape concerns of Mexican women living in Western rural New York, (2) describe behaviors employed to lose or control weight, and (3) identify the terminology used for these behaviors.

Purposeful recruitment occurred through bilingual community leaders who are well known in the community for being advocates for the local Mexican population (eg, project community liaison and a nutritionist who works at a local health center that services the farm worker community). The community leaders identified potential participants based on eligibility criteria and their knowledge of community members. Potential participants were provided with information flyers, and within 24-48 hours, one of the bilingual study team members contacted them to answer any question and determine interest. Interested women were informed of the date, time, and location of one of the focus groups.

Sample

Eligibility criteria included MA women between the ages of 18 and 45 years. Most participants immigrated or migrated to the United States, primarily spoke Spanish, and worked in agriculture directly on farms or factories related to the agriculture industry. All participants lived in rural communities located in Western and Central New York. Because assessing participant literacy levels would have necessitated individual administration of a written questionnaire that would have significantly increased the duration of the meeting time and burden of participation, we did not collect specific demographic information or conduct any literacy or cognitive tests. Each focus group was composed of 7-8 women.

Methods

The project community liaison and a bilingual nutritionist who also lives and works in the participants’ community facilitated the focus groups. The principal investigator (KS) and project coordinator (NT) participated as observers. The focus groups were held in community locations and free childcare was offered. The informed consent process was completed in the group setting with verbal consent because of immigration issues. A semistructured interview format was followed for the group meetings with probes to encourage detailed responses. Both groups were conducted in Spanish and lasted approximately 90 minutes. Both were audi-taped.

Results

The detailed findings of the focus groups are reported elsewhere (manuscript under review). Here, we summarize the findings most relevant to the design of the app. We found that protocol labels for behaviors were not meaningful to the target population. First, participants recognized behaviors involving a product in terms of product form rather than product outcome, for example, a “diet pill” as opposed to a “laxative.” Second, participants tended to describe the actual eating and weight control strategy rather than label it, for example, “eat and eat” versus “binge eat” and “eat smaller portions” versus “restrict.” The language of behaviors that emerged was as follows: change what you eat, eat and eat, powders, drops, teas, shakes, pills, vomit, and exercise. The right-hand side of Table 1 provides the UEWCB labels and definitions used for the remaining phases included in this project.

Discussion

In order to make the EMA app usable by participants, the app must employ their language and concepts for behaviors. However, researchers need to be able to label each participant-recorded behavior with the original protocol terminology. For example, it is not enough for researchers to know that women take pills to lose or maintain their weight. Researchers are interested in the types of pills they take (eg, is it a diuretic, appetite suppressant, or laxative?). This has implications for public health interventions. Thus, the app has to record enough information about the product being consumed (or behavior being engaged in) to map it to the original terminology (Table 1, left column). This has implications for the app design, requiring users to record additional information after a high-level behavior is selected.

With this new conceptualization and vocabulary identified, we added another picture card portion to the originally planned navigation phase. This picture card portion was used to identify appropriate icons for the redefined and newly identified behaviors.
**Phase 3: Finalize Icons and Navigation**

A new collection of images depicting UEWCBs and context was gathered by our research team and tested in phase 3. Participants also were shown an early version of the app on a mobile phone and asked to navigate the app to record specific UEWCBs. This early version used a linear navigation and the Android hardware Home button, as has been shown to be usable by other low-literacy populations [17].

**Sample**

Participants were 11 women of Mexican origin (all first generation and Spanish speaking). The mean age was 29.1 years (range 20-36 years). The average years of education was 8.5 with 3 of the 11 women completing high school and 3 completing grammar school only. The mean SAHFL score for the sample was 14.2 (range 8-17) with 4 women scoring in the range of low literacy on this measure. The NVS measure of health literacy was added to our protocol for this phase. The NVS scores ranged from 0 to 3 with a mean score of 1, suggesting that 7 participants had high likelihood of low literacy and 4 participants had possible low literacy.

**Methods**

Part 1 of this phase was composed of tasks 1 and 2 described under phase 1. Revised definitions of UEWCBs based on focus group results and corresponding photos and drawings gathered from the Web were used as stimuli for task 1. Given the difficulty participants had understanding the images for context, new photos and drawing were tested. In part 2 of this phase, participants were asked to record behaviors on a preliminary version of the app installed on the mobile phone. Brief scenarios of UEWCBs were read aloud, and participants were asked to record the behavior described on the mobile phone app.

**Results**

Results for the picture card portion of this third phase were much improved. Conceptions of UEWCBs and related photo images were understood with 7 of the concepts being unanimous and 5 of the concepts having a single woman disagree that the final selected photo was a good representation of the concept. However, meaning of photos and images to denote context continued to be problematic for the majority of participants. Furthermore, although participants could correctly identify all of the icons depicting emotions, in both this phase and the first phase, participants only ever indicated that they personally felt positive emotions.

Results from the navigation portion of our third phase indicate that the task of recording behaviors on the app was difficult for our population. We determined this was at least in part because of the way we structured the tasks. Initially, the scenarios were written in the first person asking the participant to imagine that they just engaged in a target UEWCB. Participants had difficulty with the “imagining task” and could not transfer the example to the app. In some cases, participants would argue that they would never perform the behavior we just had them imagine (eg, “I would never vomit on purpose!”), whereas in other cases participants had difficulty shifting between internal and external states over time (eg, reporting on an emotion they felt immediately before a behavior, then subsequently reporting their physical location at the time of the behavior).

**Discussion**

Although participants endorsed experiencing negative emotions in relation to their weight, shape, and eating behaviors in the focus groups, participants in phases 1 and 3 only indicated having positive emotions. It is unclear why this discrepancy exists, but is likely a result of the methodology. Phases 1 and 3 were conducted with a single participant and 2 researchers. The formal nature of the interviews and the perceived power imbalance between researchers and participant could have played a role. Similarly, participants could have wanted researchers to perceive them positively or simply could have been much more reserved in that setting. With the focus groups, participants interacted with each other much more than with the research team. It was a more relaxed atmosphere, with a lot of laughing and storytelling. Further research is needed to understand the exact ways in which the two methods affect how participants describe UEWCBs and its context, but other researchers should be aware of this difference when studying similar sensitive health behaviors.

On the basis of results of the navigation portion of this phase, a decision was made by the research team to narrow the scope of the app to focus only on recording UEWCBs, tobacco use, and alcohol use behaviors. We determined that recognition and recording of mood and context just before the behavior was complex and would render the app too demanding to be reliably used. We also decided that answering the questions around the navigability of the app would have to be done in situ, when participants were actually engaging in the behaviors of interest.

**Phase 4: In Situ Beta Test**

We conducted a beta test with the target population to assess the usability of the app. We were most interested in determining if recording their UEWCBs with the mobile app was intuitive, if the reminders were appropriate, and if the participants were able to use the app throughout their normal day.

**Sample**

Seven MA women were recruited. Five participants were born in Mexico but had been in the United States for an average of 14.6 years. The remaining 2 were born and raised in the United States. The average age was 28.8 years (SD 5.72 years). Four participants were employed at the time of the study; 1 packaged vegetables, 1 cultivated crops, 1 assisted in a day care center, and 1 worked as a certified nurse assistant. All participants except one had 2-3 children in the age range of 1 to 14 years. Four spoke English but the main language of communication with friends and family was Spanish. Two also spoke another Mexican dialect—Mestizo.

All Mexican-born participants had completed schooling in Mexico—2 had completed high school, the remaining 3 had only attended until middle school. All participants owned a mobile phone and all had used some mobile apps and mobile Internet. The most popular apps were “YouTube” and “Facebook.” One participant had used health and wellness mobile apps such as Weight Watchers and Healthy Women. On
the basis of the NVS, 5 of our 7 participants had low literacy skills.

Methods

Participants received training to perform basic phone operations such as turning it on and off, use the back key, and so on. They were then trained to use the mobile EMA app. More specifically, participants learned to enter various behaviors, listen to instructions, change their passwords, make audio recordings, and take photographs. A picture-based manual was used to reinforce the topics covered during training. On average, a training session lasted for 1.5 hours.

Participants were then given the phone (and the training manual) to record their behaviors. Since the beta study aimed at testing the usability of the app, we deployed it for only 5 days. To encourage women to use the study phone, all phones were network activated and participants could use the phone and texting capabilities for personal use.

Participants were instructed to record behaviors each time they occurred. In addition, they also had to respond to 3 app-generated signals each day. At the completion of the study, we met with participants to collect the phones and administer questionnaires on usability and usage of the app. Participants were paid US $3 per signal response (3 signals/day × 5 days with maximum total US $45). Signal response did not mean a participant had to record a behavior—they could indicate that no behavior had occurred. In addition, they received US $10 for completing the post-study usability questionnaire and a semistructured interview to elicit their feedback on the app (total compensation up to US $55).

Results

The EMA data from the beta study indicate that participants were able to use the app to record their UEWCBs. The 7 participants recorded a total of 135 behaviors. All behaviors were recorded by participants from 2 to 27 times. The most complex behavior to record was binge eating, which was selected a total of 16 times. Of these, 11 of the entries had complete follow-up questions (ie, duration of behavior, feelings of embarrassment, loss of control, and context of behavior). Of the 5 instances where the follow-up questions were not completed, participants recorded other behaviors during those sessions, indicating that participants likely selected binge eating accidentally, then returned to the main menu to select the correct behavior.

The usability questionnaire indicates that participants found the app easy to use, with none of the Likert items averaging below 3 (on a 5-point scale). Table 2 lists the mean scores for the 7 items with a standard deviation more than 1, indicating there was disagreement among participants. Upon closer examination, the first 4 items had all been ranked neutral or above, except for a single participant. Transcriptions of the sessions with this participant indicated she had significant difficulty with the app. The last 3 items had more significant differences, with 2-3 participants rating the question negatively. This indicates that 3 participants selected the wrong icons when navigating the app, 2 did not want others to know they were using the app, and 3 did not often take pictures of products (eg, laxatives).

Table 2. Usability items with SD>1 for beta study.

<table>
<thead>
<tr>
<th>Likert usability questions with SD &gt; 1</th>
<th>Average</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>31. When I began using the cell phone, I had no idea what I was doing.</td>
<td>4.00</td>
<td>1.15</td>
</tr>
<tr>
<td>7. Even after I used the application for several days, I needed a lot of help to use it.</td>
<td>3.86</td>
<td>1.07</td>
</tr>
<tr>
<td>19. The phone application gave too many reminders.</td>
<td>3.86</td>
<td>1.07</td>
</tr>
<tr>
<td>27. I remembered to take the phone with me wherever I went.</td>
<td>3.86</td>
<td>1.07</td>
</tr>
<tr>
<td>10. I picked the wrong picture many times.</td>
<td>3.14</td>
<td>1.07</td>
</tr>
<tr>
<td>28. I didn’t want people to know I was using the application.</td>
<td>3.14</td>
<td>1.21</td>
</tr>
<tr>
<td>16. I often took pictures of products.</td>
<td>3.00</td>
<td>1.67</td>
</tr>
</tbody>
</table>

a Denoted reverse coding. Items have been reverse coded so a high score reflects high disagreement.

The yes or no questions in the usability questionnaire were all unanimously positive, except for 3, all relating to context of use. Five participants indicated they did not use the app in front of friends, 6 did not use it in front of strangers, and 4 did not use it at work.

Finally, transcripts of the exit interview indicate that participants were generally unable to register their behaviors right at the time they took place, electing to record in response to reminders or at fixed times during the day. They found the reminders useful and appreciated the 30-minute response window. Some participants also requested being able to select diet throughout the day, and not just at the end of day reminder.

Discussion

On the basis of participant feedback, we modified the final app in two primary ways. First, we allowed participants to select time periods for reminders during the initial application setup with researchers. This would reduce the possibility that the reminders would occur during inconvenient times, such as when they were working. Second, the app initially asked about dieting behaviors only at the end of the day reminder, because prior research had simply examined if a person had dieted for a particular day or not [12]. However, participants wanted to record every time they consciously performed a dieting behavior (eg, skipping lunch was a separate action from reducing a portion during dinner), and not just wait until the end of the
day. Thus, the final app design includes dieting behaviors in the main menu so women can record them at any time.

**Final Ecological Momentary Assessment App**

The EMA mobile app was developed for Android mobile phones. Figures 2-5 show the interface. The landing page (Figure 2, part a) has an option to start a recording or to change their password to enter the app. On the recording page (Figure 2, parts b and c), the user can select from 11 options, which include the UEWCBs of interest, as well as alcohol and tobacco use, as described in the right-hand column of Table 1. Once a recording is complete, the user is returned to the landing page and an acknowledgment of the recording is briefly shown on the screen (Figure 2, part d).

Of all of the UEWCBs, only vomiting does not have any follow-up screens. The other behaviors prompt the user to select the specific product they consumed (eg, Figure 3, part a), record the kind of dieting behavior they engaged in (Figure 3, part b), the amount of time they engaged in physical activity (Figure 3, part c), the number of cigarettes or type and number of alcoholic drinks they consumed (Figure 4, parts a to c), or answer questions to determine if they engaged in an eating episode that met the criteria for a binge episode (Figure 5). The interface was primarily made up of large pictures with short Spanish labels. If a participant was unable to read the text, every label could be played out loud by pressing the speaker icon next to it.

**Figure 2.** Screenshots of the interface: part (a) is the landing page and parts (b and c) are a selection of 11 behaviors to record (user must scroll to see items at the bottom). From top to bottom, left to right: changing what you eat or how you eat, exercise, eat and eat, pills, powders, teas, drinks, drops, vomiting, smoking to lose weight, and drinking. Part (d) shows acknowledgment that recording was successful.
**Figure 3.** Screenshots of the interface: part (a) is a selection of pill products, (b) different types of dieting behaviors, and (c) time selection when recording exercise.

**Figure 4.** Screenshots of the interface: (a) recording the number of whole and partial cigarettes smoked; (b) different types of alcoholic drinks—mixed, wine, beer, and; (c) number of drinks when wine is being recorded.
Discussion

Table 3 summarizes the major findings and their implications throughout all 4 phases. Here, we discuss the most significant findings that either changed the design of the EMA app or changed the way in which we performed the research with this population.

The iterative design process identified two significant findings that influenced the design of the app. First, low-literacy and low-acculturated MA women think differently about UEWCBs than researchers in three ways: (1) they used descriptions of the behavior instead of more formal terminology (eg, “eat and eat” instead of “binge eating”), (2) they did not differentiate between nuances of the same behavior (eg, restricting calories and fasting), and (3) they focus on form factor of a diet product instead of the underlying mechanism (eg, a pill, powder, tea, drink, or drops instead of appetite suppressant, laxative, or diuretic). The interface necessarily had to reflect the way the population thought about their behaviors in order to allow them to accurately record them. This required the team to make a mapping from the behavior or product selected by the participant (eg, a specific pill) to the UEWCBs of interest (eg, a laxative).

Second, the original protocol collected each behavior’s emotional, social, and locational context. However, from the initial user studies, we learned that women were lost when they could not find an icon matching their mental models or experiences of behaviors. We therefore simplified the protocol to collect type and description of behaviors only. Emotional and social contexts were required only for “eat and eat” (which corresponds to the formal definition of binge eating).

The design process also prompted us to refine our study protocols in two significant ways. First, we determined that a standard measure of health literacy (SAHL), which measures health vocabulary, was insufficient to differentiate between participants’ literacy and numeracy skills. The NVS measures the ability to translate health information to practice.

Second, performing in-lab user studies in which participants are asked to “imagine” a specific scenario before using the app was too confusing for our target population. Instead, studying the navigation of the app had to occur in situ.

Without an iterative (and flexible) user design process, the EMA app would likely have been too complex for our target population to use. The next step in our research is to use the EMA app with a much larger sample (n=60) of our target population for 3 weeks each, in order to document the prevalence of UEWCBs in this population. This will enable public health researchers to determine the types of interventions that are needed by low-literacy and low-acculturated MA women.
Table 3. Summary of major findings and their implications for each phase during the iterative, user-centered design process.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Finding</th>
<th>Implication/action item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phase 1: picture card study with 3 tasks</strong></td>
<td>Participants did not understand UEWCB(^a) definitions used by researchers.</td>
<td>Could not simply translate existing EMA(^b) protocol from text to pictures. Added focus groups to elicit their understanding of and language for UEWCBs.</td>
</tr>
</tbody>
</table>

  - Participants accurately identified emotion icons but did not endorse negative emotions.
  - Participants had difficulty with location, activity, and social context icons.
  - Most participants could use the clock image for reporting length of time.
  - All participants wanted the ability to play audio to read text out loud.
  - SAHL\(^c\) was not adequate for identifying cognitive abilities that affect participant ability to use a mobile app.

| Phase 2: two focus groups | New language for some UEWCBs. | Used terminology familiar to participants in EMA app and training materials. |

  - Focus on form rather than function of UEWCB products.

| Phase 3: picture card and navigation study | Icons for new UEWCB terminology agreed upon. | Use appropriate icons in EMA app. |

  - Contextual icons still problematic.
  - “Imagining tasks” were problematic.
  - Participants only endorsed positive emotions, in contrast to focus groups.

| Phase 4: in situ beta study | Participants could and did use the app to record a variety of UEWCBs in a variety of contexts. | Retain reminders. |

  - Participants appreciated the reminders to record.
  - Participants did not want to be disturbed during work.
  - Participants wanted to record every time they engaged in a dieting behavior, not just once a day.

  - Include customizable time periods for 3 reminders.
  - Including dieting and restricting behaviors in main behavior page, not just end of day reminders.

---

\(^a\) UEWCB: unhealthy eating and weight control behavior.

\(^b\) EMA: ecological momentary assessment.

\(^c\) SAHL: Short Assessment of Health Literacy.

\(^d\) NVS: Newest Vital Sign.

**Limitations**

Our design process was exclusively with MA women. Their UEWCB concerns and mental models are likely very different from other low-SES women, making many of the results very specific to this population. Because of privacy concerns and participant burden, demographic information was not collected for the focus groups in phase 2, although we are reasonably confident that the women do meet our inclusion criteria given the recruitment methods. Although the sample size was adequate for making design decisions, it was too small to perform statistical analysis for reporting, preventing us from correlating performance with literacy levels. Our subsequent field deployment will enable such analysis.

**Comparison With Prior Work**

Most ESM studies assume adequate literacy and present the ESM questions in text form (eg, [2-4]). Ours is the first visual ESM implementation designed specifically for low literacy. Freedman and colleagues [21] performed an ESM study that was sensitive to the issue of low literacy, implementing their protocol through a phone-based menu system. They found that participants became frustrated with having to listen to the phone menu every time they called in and attempted to memorize the numbers associated with specific choices in an effort to skip the prompts. Because our system was visual, our participants could efficiently select the behavior they needed to record and did not experience the frustration of having to listen to a series of choices before finding the relevant one for a given recording session.

**Conclusions**

There is a striking absence in the literature of using ESM apps to understand health behaviors of low-literacy populations. This paper provides evidence that an ESM app can be developed for those with low literacy. Emphasis must be placed on the
interface mimicking how the population thinks about the behaviors, so they can easily record the behaviors of interest. Although we were successful in designing an app for women to record a variety of UEWCBS, our attempts to record contextual information fell short. In particular, our participants could record the length of time for a particular behavior but had difficulty recording activity, location, and social context. Further research is required to determine the best way to obtain this type of context information from this population. A potential solution may be to automatically collect probable context with technology using Global Positioning System and state-of-the-art activity recognition algorithms. This would lessen the burden on participants and provide researchers much needed contextual information.
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Abstract

Background: The use of computers to administer dietary assessment questionnaires has shown potential, particularly due to the variety of interactive features that can attract and sustain children’s attention. Cognitive interviews can help researchers to gain insights into how children understand and elaborate their response processes in this type of questionnaire.

Objective: To present the cognitive interview results of children who answered the WebCAAFE, a Web-based questionnaire, to obtain an in-depth understanding of children’s response processes.

Methods: Cognitive interviews were conducted with children (using a pretested interview script). Analyses were carried out using thematic analysis within a grounded theory framework of inductive coding.

Results: A total of 40 children participated in the study, and 4 themes were identified: (1) the meaning of words, (2) understanding instructions, (3) ways to resolve possible problems, and (4) suggestions for improving the questionnaire. Most children understood questions that assessed nutritional intake over the past 24 hours, although the structure of the questionnaire designed to facilitate recall of dietary intake was not always fully understood. Younger children (7 and 8 years old) had more difficulty relating the food images to mixed dishes and foods eaten with bread (e.g., jam, cheese). Children were able to provide suggestions for improving future versions of the questionnaire.

Conclusions: More attention should be paid to children aged 8 years or below, as they had the greatest difficulty completing the WebCAAFE.

(JMIR Public Health Surveill 2016;2(2):e167) doi:10.2196/publichealth.5024
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Introduction

Dietary assessment among children represents a challenge to nutritional epidemiology due to systematic errors (i.e., gender, weight, irregular food patterns, social desirability) [1-4]. In addition, errors related to children’s cognitive development can impact their memory of foods they have eaten and their ability to differentiate between dishes and estimate food portions [5,6]. Web-based questionnaires for assessing children’s food intake have been developed as an alternative to traditional dietary recall...
The advantages of Web-based questionnaires include the following: the extensive interactive resources that can be used to increase children’s motivation to complete the questionnaire, as well as to hold their attention; the standardization of questions, allowing for better quality control; the possibility of self-reporting by children, which reduces the cost of selecting and training interviewers; and the possibility of obtaining quick results [13,14]. A common technique in Web-based questionnaires is to use a character (an avatar) to interact with, guide, or assist children with their recall [15].

In Brazil, the System for Monitoring Food Intake and Physical Activity of Schoolchildren—the WebCAAFE—was developed [16] as a Web-based questionnaire that used an avatar in the form of a robot to assist children with their recall. Its purpose was to enable schoolchildren to self-report their food consumption and physical activity (24-hour recall) within their school environment. Formative and usability studies were conducted [17-19], and the WebCAAFE section related to food intake was validated [8]. Direct observation of school lunch as a reference method showed that the WebCAAFE presented similar validity to other Web-based food intake questionnaires [10,20] (43% matches, 29% intrusions, and 28% omissions), and there was greater disagreement in the responses of younger children (<8 years) compared with older children [8].

Since children receive instructions from the avatar to self-report food intake, ideally having no contact with the researcher, 3 important points should be addressed. First, the words and instructions should be clearly understood by those being interviewed. Technical terms that are not part of the children's daily life can be problematic. Second, questions should be designed taking into account the respondents’ cognitive skills and daily activities. Finally, the answer options must be easily understood by the children [21,22]. The WebCAAFE validation studies raised some important issues about the children’s ability to understand and solve problems when answering the questionnaire. Therefore, to respond to the issues raised and improve children’s performance in the WebCAAFE questionnaire in future studies, cognitive interviews were conducted as a follow-up to the validation studies. The researchers also expected to gain some insights into how Brazilian children answered food questionnaires. The majority of research using qualitative methods to improve food intake, ideally having no contact with the researcher, 3 important points should be addressed. First, the words and instructions should be clearly understood by those being interviewed. Technical terms that are not part of the children's daily life can be problematic. Second, questions should be designed taking into account the respondents’ cognitive skills and daily activities. Finally, the answer options must be easily understood by the children [21,22]. The WebCAAFE validation studies raised some important issues about the children’s ability to understand and solve problems when answering the questionnaire. Therefore, to respond to the issues raised and improve children’s performance in the WebCAAFE questionnaire in future studies, cognitive interviews were conducted as a follow-up to the validation studies. The researchers also expected to gain some insights into how Brazilian children answered food questionnaires. The majority of research using qualitative methods to improve food intake questionnaires has been conducted in different sociocultural contexts [11,23-26], and cognitive interviews could fill an important gap in Brazil and similar contexts.

Therefore, this study presents the cognitive interview results of children who answered the WebCAAFE, to obtain an in-depth understanding of children’s response processes.

Methods

Participants

An intentional sample [27] of children (based on age and gender) from second to fifth grade (approximately 7-11 years old) at a public primary school in Florianopolis, Brazil, was invited to participate in the cognitive interviews. The ages of Brazilian schoolchildren in specific grades were usually as follows: second grade: 7-8 years; third grade: 8-9 years; fourth grade: 9-10 years; fifth grade: 10-11 years. Ten children participated from each grade (total: 40 children, 21 boys). The choice of school where the study would be conducted was based on the existence of a suitable computer room and Internet connection for the interviews to be carried out. The number of children chosen to be interviewed was determined by the principle of saturation of the collected data (ie, saturation of information was the criterion used to determine the end of the qualitative data collection) [27]. The teachers were responsible for choosing the participants based on the probability that their parents would give their consent for their children to participate. A consent form was sent to the parents or guardians to authorize the participation of their children in the study. Children whose parents did not provide consent (n=6) were replaced by others. At the time of the interview, the children’s assent was also required for them to participate. The project was approved by the Ethics Committee on Human Research at the Federal University of Santa Catarina (UFSC) (Protocol 2250/11).

The WebCAAFE Questionnaire

The WebCAAFE questionnaire was a single-day recall procedure from the previous day divided into 3 sections: (1) registration form, (2) diet, and (3) physical activity [19]. The registration section referred to information about respondents, such as their name, mother’s name, sex, weight, height, age, date of birth, and study period. The physical activity section was divided into the 3 parts of the day (morning, afternoon, and evening). Children could choose sedentary and physical activity icons from 32 options.

The food intake section, the objective of this study, was divided into 6 eating occasions (breakfast, morning snack, lunch, afternoon snack, dinner, and evening snack). For each meal, 32 pictures of foods or beverages were displayed on the computer screen so that the child could make their selections (Figure 1).

The foods groups, including healthy and unhealthy items, were chosen taking into account the food patterns of children in this age group (reported by schoolchildren in the 7-day food diaries), foods offered in school meals, and foods recommended in the Brazilian food guidelines [19]. A robot avatar guided the child during the interview, explaining the concept of each meal and the time of day at which it was normally consumed, and reinforced the importance of only reporting food intake from the day before (Figure 2). On completing the answers, the child was offered the chance to review the selected foods and make any necessary changes (Figure 3). After completing the 6 eating events, questions about school meals were asked on different screens: (1) “Did you have a school meal yesterday?” (yes/no); (2) if yes, “Which of the foods you selected did you eat during the school meal?” The WebCAAFE system has a database of 350 icons of foods and beverages, as well as 50 icons of different physical activities or sedentary behaviors. This database allows for the selection of 32 icons of foods/beverages and 32 icons of physical activities or sedentary behaviors.
Figure 1. Screenshot of the WebCAAFE questionnaire food options from which the children chose what they consumed the previous day.
Data Collection

The cognitive interviews were conducted individually between August and September 2014 in the computer room at the participants’ school. The average session took 60 minutes. The interviews were conducted by one of the authors (VFD) and undergraduate nutrition students (n=6) who had been trained in qualitative techniques and cognitive interviews (4 training sessions, mean duration of sessions: 90 minutes). Before collecting data, interviewers practiced the cognitive interviews with 6 children of similar age to those in the study. Cognitive interviews were conducted at the same time as children were answering the WebCAAFE Web-based questionnaire. The interview script is presented in the Table 1. To ensure consistency in the data collection, the interview script was developed according to the following structure: main question; question to expand and clarify the child’s response; and follow-up question (to link the children’s answers to possible suggestions for improving the WebCAAFE). The script was piloted in a test with 10 children from second grade (5 boys and 5 girls) to rephrase or refine the questions in the cognitive interview.
<table>
<thead>
<tr>
<th>WebCAAFE question asked by the Avatar</th>
<th>Aim of the question</th>
<th>Main question</th>
<th>Prompts</th>
<th>Follow-up question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakfast is the first meal of the day</td>
<td>To know whether the child understands the word meal and know the meals of the day</td>
<td>Can you tell me in your own words what the Avatar is saying to you?</td>
<td>What does the word meal mean to you? Can you give me one example? Is breakfast an example of a meal? Can you give other examples of meals? - For example, you said that breakfast is a meal. When do you think you have it (that meal)? Where do you have it? How do you choose something that you ate? If you didn’t eat anything, but drank juice, what should you do? Is the Avatar asking about today or another day?</td>
<td>Do you think we should change any words so the children can understand better? - For example, you said that you didn’t understand breakfast. How could you make it better? - Which other ways do you suggest? - Which word or words do you suggest to improve this question?</td>
</tr>
<tr>
<td>Breakfast is the first meal of the day after we wake up. Click on foods that you ate for breakfast yesterday. Remember, if you did not eat anything, click on the ‘nothing’ button</td>
<td>To know if the children understand instructions given by the Avatar. In other words, they should know that they need to answer about foods/drinks they consumed for breakfast yesterday; if they did not eat anything or if they do not remember, the correct answer should be ‘nothing’*.</td>
<td>Can you tell me in your own words what the Avatar is saying to you?</td>
<td>-Did you find everything that you were looking for? -Can you give me an example of how you would answer if you had a cheese sandwich/tuna pie/pasta with bolognese sauce/a sandwich with chicken paté/an omelet/bread and jam/vegetable pie -Let’s say that you ate something, but the image of that food is not on screen. What would you do? -If you can’t remember what you ate yesterday, what should you do?</td>
<td></td>
</tr>
<tr>
<td>Breakfast is the first meal of the day after we wake up. Click on foods that you ate for breakfast yesterday. Remember, if you did not eat anything, click on the ‘nothing’ button</td>
<td>To understand how children’s response processes work</td>
<td>Can you tell me why you chose those foods/drinks?</td>
<td>-Let’s say that you brought food from home. How would you answer that question? - How would you answer this question if you did not come to school yesterday? - How would you answer if you came to school yesterday, but did not eat anything?</td>
<td></td>
</tr>
<tr>
<td>Now, let’s talk about the morning snack**. This is the meal that you eat after breakfast and before lunch. This would be the meal that you normally have at school. Click on foods that you ate for the morning snack yesterday. Remember, if you did not eat anything, click on the ‘nothing’ button</td>
<td>To understand how children answer questions about foods that they consumed at school</td>
<td>Can you tell me why you chose those foods/drinks?</td>
<td>-Let’s say that you brought food from home. How would you answer that question? - How would you answer this question if you did not come to school yesterday? - How would you answer if you came to school yesterday, but did not eat anything?</td>
<td></td>
</tr>
<tr>
<td>If you want to change anything, click on the button to change what you ate/drank. If you don’t want to change anything, click on ‘continue’</td>
<td>To verify if the children understand instructions. In other words, they should know that the foods presented on the screen are the ones that they chose previously, and at this time they should decide if they want to change any of the answers they gave related to food consumption</td>
<td>Can you tell me in your own words what the Avatar is saying to you?</td>
<td>Do you recognize these foods/drinks? -Take a look at the screen. Are these the foods and drinks that you chose earlier? (ask this question only if the children do not recognize the foods on the screen) - What do you think you should do now? - What do you think you should do if you want to change something? - What should you do if you don’t want to change anything? - What do you think you should do if you just remembered a food or drink that you had yesterday, but that you forgot to choose?</td>
<td></td>
</tr>
</tbody>
</table>

* This question should be asked only after the child chooses the foods consumed, or if the child decided to click on the ‘nothing’ button.

** If the child goes to school in the afternoon, this question should be asked about the afternoon snack.
Data Analyses

All the interviews were audio recorded and transcribed verbatim by the interviewers. The transcripts were compared with the respective audio recordings by 2 researchers (VFD and MRI) to verify accuracy. The same researchers coded the interviews individually (manually), using a thematic matrix technique, within a grounded theory framework of inductive coding [28]. The thematic method included the following steps: rereading the transcripts to identify themes for the organization of data; indexing the themes within the transcripts; and removing data from the transcripts and transferring them to a matrix theme (each theme relating to quotes from the participants). The matrix included the main ideas and perceptions of the individual related to the theme. On completing the coding, analyses were compared, discrepancies were discussed, and a consensus was reached.

Results

Principal Findings

A total of 40 children participated in the interviews (mean age: second grade, 7.8 years; third grade, 8.9 years; fourth grade, 9.4 years; fifth grade, 10.8 years; 21 boys). Four themes were identified: (1) the meaning of words, (2) understanding instructions, (3) ways to resolve possible problems, and (4) suggestions for improving the questionnaire. Throughout this study, the children’s comments were identified by the letter C (short for the word “child”) and their school grade to preserve the participants’ confidentiality.

Theme 1: The Meaning of Words

The words specifically investigated were “meal” and “school meal.” The aim of investigating the term “meal” was to assess the child’s recognition of eating occasions (meals or snacks) during the day, the time at which they were consumed, and the types of food consumed at each meal. The term “school meal” was tested to ascertain whether the children associated these words with meals consumed at school, as the WebCAAFE also sought to record information about food consumed at school.

Most children did not know the meaning of the word “meal.” Regardless of age, when asked about this word children cited examples of foods or said the meaning was the same as “food.” When subsequent questions (probes) were asked to expand the children’s answers (the interviewer asked specifically about each meal, for example: “Do you know what breakfast is?”), children cited examples of foods normally consumed in those meals (eg, coffee and bread for breakfast, rice and beans for lunch). Children also correctly identified the time of day and where breakfast, lunch, and dinner were eaten. Eating between meals, such as morning, afternoon, or evening snacks, was recognized only when the snack was consumed at school.

Is there an evening snack as well? I didn’t even know we had stuff like that. [C, second grade]

I’ve never used the words evening snack...afternoon snack...morning snack...I don’t say anything like that...I just say dinner and lunch...and breakfast...when I wake up early. [C, fourth grade]

Children aren’t used to having some meals and they would get confused when the Avatar asks about afternoon snack, morning snack and evening snack [C, fourth grade]

The word “school meal” was understood by the children to mean all food prepared by the kitchen staff.

Theme 2: Understanding Instructions

This category included children’s responses regarding their comprehension of the instructions given by the avatar to answer questions about their food consumption and review the foods that they had previously chosen.

In general, children understood the directions and what they were being asked to do. Few children did not know the period (yesterday) about which they should report.

The children who did not usually eat a morning or evening snack were often confused by the question about food consumption for these eating occasions.

“I never knew there was one...” (Comment from a child when asked by the avatar to report food intake in the morning snack) [C, third grade]

The snack consumed at school was an important reference for the child to know which foods they had consumed at what time. When asked about this meal, the children seemed to understand that they should record any food consumed at school, whether in school meals, bought in the school canteen, or brought from home. The most frequent doubts were about situations in which children were not at school at the time when the school snack was consumed and did not know whether they should still answer what they had consumed at home or elsewhere.

One instruction given by the avatar that appeared to be understood by most children was when they were asked to check their answers and change anything they thought necessary.

Theme 3: Ways to Resolve Possible Problems

This category included the ways in which the children answered the questionnaire when they did not remember what they had eaten the previous day or when they could not find the food images that represented their food intake. This category also recorded how the children answered the questions relating to eating occasions that were not part of their daily routine or that they did not know, such as the morning and evening snacks.

Seven-year-old children who did not remember what they had eaten the day before selected foods at random:

“I’ll pretend I ate it.” (Child clicked randomly on various foods) [C, third grade]

Older children (9 years old and above) who did not remember what they had consumed selected the “nothing” button. However, there were some situations in which this age group did not remember what they had consumed and they considered clicking on foods that were usually eaten.

I don’t remember what I ate, so I thought about choosing soup, which is what I have when it’s cold...but then I thought again and decided to tell the
truth, which is: I don’t remember what I had. [C, fourth grade]

Younger children, when they could not find the picture of the food they were looking for, chose other foods to compensate. “Then I’ll put juice, it’s easier. Juice is the same as water, it’s made of water.” [C, second grade]

For the group of children aged 7 and 8 years, another possibility to compensate for the lack of an image would be to ask for an adult’s help. In some interviews, children were heard to comment that they would ask the teacher when they did not know what to do or they could not find the food they had consumed. During the interview, some food images in the WebCAAFE were not recognized by the children, such as chicken nuggets, the pasta group, cheese bread, manioc flour, porridge, and mussels.

To understand children’s response processes, interviewers asked the children to locate foods on the WebCAAFE screen usually found on the school menu. The foods investigated were cheese sandwich, bread with jam, bread with chicken pâté, vegetable pie, tuna pie, and pasta with minced beef. To locate these foods, the children would ideally make an association with the individual components of the dish (eg, pasta with minced beef—the child would select the pasta and the meat separately, or would select the main component (eg, bread with jam, the child would select at least the bread, as there was no image of jam).

The children’s answers to this question varied by age. Among younger children (7 or 8 years old), some chose food at random that was in no way similar to the investigated food. Others associated foods that were markers of healthy eating, such as bread and cheese with the group of pizzas and hamburgers, or pasta and minced beef with noodles and sausages. A few others reported that the food image could not be found in the WebCAAFE. In addition, many children identified the main food on the screen, such as pasta or bread.

“If I’d eaten bread and cheese, I’d just answer bread, and for pasta with minced beef, I’d only answer pasta.” [C, third grade]

It seemed that children aged 9 years or above tried to choose the most appropriate image even if in some cases, the nutritional content of the foods was not fully comparable. For example, bread and fish were chosen to represent tuna pie; bread and sweets represented bread with jam; bread and fruit represented bread with jam; the vegetables group represented vegetable pie; pasta and vegetables represented vegetable pie. Children in the same age group wanted to provide details of preparation, even adding specific ingredients (eg, onions, sour cream).

“It’s the way my grandma makes omelet, she makes it with onion and carrot” (justifying the answer given for what she had eaten: omelet). [C, fifth grade]

With regard to the morning and evening snacks, 2 response patterns were observed: (1) reporting consumption of a particular food even if they had previously said during the interview that they did not know what these snacks were or did not eat at those times and (2) confusion among the children relating the morning snack and the evening snack to breakfast or with the dessert at dinner.

**Theme 4: Suggestions for Improving the Questionnaire**

This category included the suggestions made by the children for improving the WebCAAFE. Although the WebCAAFE showed the name of the food when the child passed the cursor over the image on the screen, this detail was not always noticed by the children. For situations in which the food images were not recognized, some children suggested subtitles:

“**You could add something below the images to describe what the foods are, for example, to write coffee below the coffee image, soup below the soup image…”** [C, fifth grade]

Should there not be an image of a food consumed, children suggested writing the name of the food in the space provided: “It would also be nice to write...I would like to write...the foods, if there wasn’t a food you could write it down.” [C, fourth grade]

Another suggestion was the inclusion of more food illustrations:

**At least put water. You can put more things, if there aren’t many things we won’t know what we ate or what we didn’t eat. Then, when we remember what we ate, we need to have more choices, because only these things, we hardly eat any of them.** [C, second grade]

Regarding the understanding of instructions, one child suggested offering the option of listening to the avatar’s instructions again:

“I think you could do that...the child didn’t understand...goes there and clicks on the little robot and he appears again, speaking so the child can understand better.” [C, third grade]

**Discussion**

**Principal Findings**

The main results from the cognitive interviews revealed important insights into how children understood and prepared answers to the avatar’s questions, as well as suggestions for improving the questionnaire. The eating occasions which were most recognized by the children were breakfast, the snack eaten at school, lunch, and dinner. Instructions on how to report food intake were also understood by the majority of children, as well as the instructions to review their selected foods at the end of the questionnaire. Younger children were less able to solve problems and were less consistent in their response processes compared with older children. These results answered questions raised by the WebCAAFE researchers during the validation study, as well as reflected on the possible ways of dealing with children’s difficulties in future applications of the questionnaire.

It has been recommended that Web-based questionnaires to assess children’s food intake follow a guided meal-based approach to help children recall information [11,12,29]. Our interviews, however, showed that for the sample of children participating in this study, eating occasions such as morning and evening snacks were either not part of their usual routine or not known by the children, and may therefore be confused...
with other meals. This problem was also identified in a formative study with nutritionists for the development of the WebCAAFE [17]. Children who did not consume snacks at these times were induced to respond that they did consume them, thus increasing errors. These results indicated that children needed a more detailed explanation of the types of meals before completing the WebCAAFE. When the questionnaire was administered at schools, researchers followed a written protocol to explain how to answer the questionnaire in the classroom with children, for which a banner (140 × 105 cm) was used to illustrate the foods and meals included in the WebCAAFE questions. A possible solution would be to explain more clearly the precise meaning of these meals and make it clear to the children that if the meal was not eaten, they should not choose any food.

In Brazil, there is the school feeding program as well as laws prohibiting the sale of processed foods or soft drinks in schools [30]. The results from the cognitive interviews showed that the school meal was an important reference for children, both to help them understand what time of day the avatar was asking about and to remember the foods they had consumed. This is considered a positive result as it shows the potential of the WebCAAFE for assessing food consumed in the school environment, thereby serving as an important tool for evaluating nutrition policies.

Similar to the WebCAAFE validation study, children aged 9 years and above performed better than younger children in this study (4). Children aged 7 and 8 years had more difficulty when searching for images of food that reflected their consumption more literally. This information was in accordance with other studies that experienced the same problem with regard to children’s reporting of mixed dishes, different types of preparation (eg, boiled egg or fried egg), or foods that can be added to other foods (such as jam, cheese, butter, or mayonnaise) [6-10,31-33,34]. For younger children answering the WebCAAFE, the presence of an adult (teacher or researcher) to monitor and solve problems during the administration of the questionnaire could minimize errors. Since some children commented that they would ask the teacher when they did not know what to do or could not find the food consumed, adults could use the school menu as a reference to guide the children to answer the questions accurately. For example, if children had consumed vegetable pie, they could be advised to click on the “nothing” button. Adult assistance for children younger than 8 years reporting food intake was also recommended in other studies [24,25].

A good understanding of the avatar’s instructions was a positive result, confirming the importance of the research conducted during the development of the WebCAAFE, such as the focus group discussions with nutritionists and the questionnaire usability studies [17,19]. However, should there be future studies with the WebCAAFE in other regions of Brazil, it is important to reevaluate this issue, as there are major socioeconomic differences in the country. It may be necessary to train children before answering the questionnaire so they are better able to answer the questions and solve problems that may arise.

Changes in response to children’s suggestions could contribute to further improvements, for example, the use of more familiar words for children (eg, “school snack” instead of “school meal”), the use of more visible subtitles to identify the food images, more common food options (eg, water), and the inclusion of a space to write the foods consumed. Other Web-based food intake assessment questionnaires have used a write-in feature [10,11]. It should be emphasized that the WebCAAFE system has a database of 350 foods from which 32 food icons can be selected to be displayed on the screen, so the food items can be replaced by others depending on the research and objectives. The findings of this study, as well as discussions with specialists in educational psychology and software development, may help to improve the next version of the questionnaire with explanations that take into account the limitations of children’s vocabulary and add the option for children to write a food if it is not included on the screen.

The strengths of this study included conducting a pilot study to modify and refine the interview questions; the use of an interview script to ensure consistency of the collected data; carrying out research in a school similar to those where the questionnaire would be administered; and extensive training of the interviewers. A limitation of this study was conducting the study in one area, which did not allow for generalizations to be made about the children’s cognitive performance when answering questionnaires in other sociocultural contexts. Regional variations in the school menus in Brazil may also lead to other difficulties for children to answer the same questionnaire.

Future studies should evaluate the addition of an adult as a facilitator when children aged 7-8 years are completing the questionnaire, guiding them through the WebCAAFE screens one by one.

Conclusions

This study obtained similar results to other studies with Web-based tools for the assessment of food consumption. However, this did not alter the relevance of this study, as the cognitive interviews provided not only important insights for improving future versions of the WebCAAFE questionnaire but also general information about Brazilian children answering Web-based food questionnaires, contributing to the research on this issue in a country with little experience of this type of technological innovation.

The questionnaire structure (6 eating occasions per day) was not understood by many children, as some meals were not part of their normal routines or were unknown to them. Choosing images of mixed dishes and foods eaten with bread (eg, jam) were complex tasks that demanded cognitive skills that younger children might not have fully developed. Finally, as indicated in the WebCAAFE validation study, more attention should be paid to children aged 8 years and below, as they had the greatest difficulty completing the WebCAAFE. The assistance of an adult when younger children are completing the questionnaire...
could be an alternative way of improving the accuracy of the answers.
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Effect of Performance Feedback on Community Health Workers’ Motivation and Performance in Madhya Pradesh, India: A Randomized Controlled Trial

Abstract

Background: Small-scale community health worker (CHW) programs provide basic health services and strengthen health systems in resource-poor settings. This paper focuses on improving CHW performance by providing individual feedback to CHWs working with an mHealth program to address malnutrition in children younger than 5 years.

Objective: The paper aims to evaluate the immediate and retention effects of providing performance feedback and supportive supervision on CHW motivation and performance for CHWs working with an mHealth platform to reduce malnutrition in five districts of Madhya Pradesh, India. We expected a positive impact on CHW performance for the indicator they received feedback on. Performance on indicators the CHW did not receive feedback on was not expected to change.

Methods: In a randomized controlled trial, 60 CHWs were randomized into three treatment groups based on overall baseline performance ranks to achieve balanced treatment groups. Data for each treatment indicator were analyzed with the other two treatments acting as the control. In total, 10 CHWs were lost to follow-up. There were three performance indicators: case activity, form submissions, and duration of counseling. Each group received weekly calls to provide performance targets and discuss their performance on the specific indicator they were allocated to as well as any challenges or technical issues faced during the week for a 6-week period. Data were collected for a further 4 weeks to assess intertemporal sustained effects of the intervention.

Results: We found positive and significant impacts on duration of counseling, whereas case activity and number of form submissions did not show significant improvements as a result of the intervention. We found a moderate to large effect (Glass’s delta=0.97, P=.004) of providing performance feedback on counseling times in the initial 6 weeks. These effects were sustained in the postintervention period (Glass’s delta=1.69, P<.001). The counseling times decreased slightly from the intervention to postintervention period by 2.14 minutes (P=.01). Case activity improved for all CHWs after the intervention. We also performed the analysis by replacing the CHWs lost to follow-up with those in their treatment groups with the closest ranks in baseline performance and found similar results.

Conclusions: Calls providing performance feedback are effective in improving CHW motivation and performance. Providing feedback had a positive effect on performance in the case of duration of counseling. The results suggest that difficulty in achieving the performance target can affect results of performance feedback. Regardless of the performance information disclosed, calls can improve performance due to elements of supportive supervision included in the calls encouraging CHW motivation.

(JMIR Public Health Surveill 2016;2(2):e169) doi:10.2196/publichealth.3381
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Introduction

The success of small-scale community health worker (CHW) programs in providing basic health services and strengthening health systems in resource-poor settings is well documented in the literature [1-4]. CHWs operating in small-scale, well-managed projects can be effective agents of change, but often even small-scale programs lack adequate focus, reporting, and documentation. The aim of the intervention is to gain improvement in the performance and discuss any challenges they are facing in their working in remote areas and can increase internal motivation, positively impacting health worker performance and quality of care [8].

In this study, we focus on improving CHW performance by providing individual feedback on specific indicators to CHWs working in an international nongovernmental organization-run mHealth program to address malnutrition in children younger than 5 years. We open two-way communication channels by placing weekly calls to CHWs to provide feedback on their performance and discuss any challenges they are facing in their work. The aim of the intervention is to gain improvement in the performance indicators, through improvement in CHW motivation, knowledge, skills, and adherence to reporting standards. With improved ability to monitor performance and provide targeted support to CHWs, we hope to improve their motivation and performance.

Analytical Framework

Intrinsic and Extrinsic Motivation

Many theories of motivation distinguish between intrinsic and extrinsic work motivation. Intrinsic motivation involves people deriving satisfaction from doing the activity because they find the activity itself rewarding [14]. On the other hand, extrinsic motivation requires “an instrumentality” between the activity and a separable consequence, such as tangible or verbal rewards [14,15].

In most work contexts, both extrinsic and intrinsic motivations come into play and affect worker performance. Although early research supported the additivity of intrinsic and extrinsic motivation, more recent work has also highlighted the tradeoffs between the two, with external rewards designed to enhance external motivation detracting from internal motivation [16,17]. Verbal rewards and feedback are found to add to intrinsic motivation compared with more tangible rewards [18-20].

Self-Determination Theory

The complex relationships between intrinsic and extrinsic motivation is best explained by self-determination theory (SDT), which distinguishes between autonomous motivation, analogous to intrinsic motivation, and controlled motivation, analogous to extrinsic motivation. Any behavior falls somewhere on the continuum of controlled to autonomous motivation [14]. A behavior fueled by external motivators can undergo a process of internalization, whereby it is “taken in” and becomes autonomous to the individual [21].

Figure 1 shows the internalization continuum described by SDT. Adapted from Gagne and Deci [22], Figure 1 describes the self-determination continuum of motivation from amotivation where the individual is completely lacking in motivation and there are no intentional regulations present, degrees of extrinsic motivation where contingencies and rewards are present and internalized to varying degrees resulting in degrees of self-determination, to intrinsic motivation where the individual’s motivation is completely self-determined. It shows four different levels of internalization described by the theory: (1) external regulation, in which the regulation has not been internalized and depends on contingencies of rewards or punishment; (2) introjection in which a regulation has been taken in, but has not been accepted as the person’s own and it is still controlling the person’s behavior; (3) identification, in which the regulation is more in-line with the person’s values, personal goals, and identities, and the behavior has an internal perceived locus of causality; and (4) integrated regulation in which people have the sense that the behavior is more central to their identity, it emanates from their sense of self, and is seen as self-determined and autonomous [14].

SDT postulates that increased autonomy, competence, and relatedness are the three factors or “needs” that underlie intrinsic motivation and people need to feel autonomous, competent, and need to relate to the work environment to maintain their intrinsic motivation. When all three needs are satisfied, integration is more likely to be achieved. Of these factors, autonomy support, including choice, feedback, and positive interpersonal climate with open communication and empathy, has been identified as more important for internalization [23,24]. Full internalization of external motivation has shown to yield increases in performance and work outcomes [14,25].
Goal-Setting Theory

Locke et al’s [26] goal-setting theory posits that goals are effective in enhancing performance when (1) they are specific, optimally difficult, and have high valence; and (2) workers understand what behavior is needed to achieve those goals and feel competent to carry out those behaviors. Goals affect performance through four mechanisms: (1) they direct effort toward goal-relevant activities and away from irrelevant activities, (2) they have an energizing function and higher goals draw greater efforts, (3) they affect persistence, and (4) they affect action indirectly by leading to discovery or use of task-relevant knowledge and skills [27].

Ensuring that the goals are viewed as important and increase self-efficacy are the two important factors that lead to goal commitment and acceptance. Goal commitment is important and the goal-performance relationship is strongest when individuals are committed to their goals. Feedback is another important factor and it is important to know one’s progress against a target to adjust the level of effort or performance strategies to match the requirements of the target. Many studies have found that a combination of goals and feedback is more effective than goals alone [28-32].

Many studies set in different countries and contexts have established that the relationship between goal setting and increased performance is reliable, although some negative effects of goal setting, such as fraudulent reporting, are possible outcomes [33].

Community Health Worker Motivation, Goal Setting, and Performance

Our analytical framework rests on SDT and goal-setting theory, whereby organizational goals and behavioral standards are internalized by the CHW, enhancing autonomous motivation and performance. We expect that by providing targets, performance feedback, and supportive supervision through weekly phone calls, we will influence the three factors (autonomy, competence, and relatedness) that lead to greater internalization of the external regulation and goals and this will thus increase CHW performance and it will be sustained over time.

Figure 2 presents the conceptual framework used to develop our intervention. Since goal setting alone can lead to increased performance [26], CHWs are provided with performance targets. Supportive supervision that makes health workers feel cared for and provides recognition, appreciation, and encouragement supports autonomy in the CHW and enhances intrinsic motivation [34]. The CHWs working in remote contexts where interactions with peers and the organization is limited will have a greater sense of relatedness with regular two-way communication with someone they perceive to be higher up in the organizational structure. Setting clear goals and targets and providing performance feedback and need-based training to improve gaps in performance, improve knowledge, and set clear guidelines for practices and reporting standards can also be effective in promoting internalization and improving CHW self-efficacy, competence, and performance. A combination of goal setting and a performance feedback loop providing supportive supervision to CHWs works as a multifaceted incentive aimed at improving CHW motivation.
Supportive Supervision, Motivation and Performance of Community Health Workers

Regular and reliable supervision is cited as a missing link in increasing CHW performance in India [35]. Supportive supervision, community recognition and respect, peer support and learning, community information systems, and having clear roles, responsibilities, and targets are among other nonmonetary factors that incentivize CHW performance [34-41].

Appreciation and encouragement are important elements of supportive supervision. Empirical studies find positive effects of verbal rewards on intrinsic motivation and performance [42,43]. Other recent studies also identify lack of appreciation and nonrecognition of performance as demotivators for health workers [11-13]. Communicating goals clearly and making health workers feel supported and cared for are also deemed important for motivation [44].

The Project in Madhya Pradesh, India

Real Medicine Foundation (RMF) has been running a mobile health project using CommCare, with 60 community nutrition experts, targeting infant malnutrition in 600 villages located in five districts of Madhya Pradesh, India: Jhabua, Alirajpur, Barwani, Khandwa, and Khargone. Their aim is to increase communities’ awareness about malnutrition, mobilize communities to increase demands for treatments and services to alleviate malnutrition, and strengthen the capacity of frontline workers such as Anganwadi workers in combatting malnutrition. The community nutrition experts have been working since 2010 and the program has been in effect with CommCare since July 2011. Since the program began, RMF has successfully treated 2157 children at nutrition rehabilitation centers, improved the nutritional status of 24,822 children suffering from moderate and severe acute malnutrition, and trained more than 329,780 individuals on malnutrition prevention, awareness, and treatment. RMF works closely with the Government of Madhya Pradesh.

The community nutrition experts in the RMF program are monitored and supervised primarily via their district supervisor. Although the community nutrition experts do receive some feedback from their district supervisors, they do not receive any individual-level feedback on performance metrics. The community nutrition experts attend a meeting at the district headquarters every 15 days. The district supervisor reviews the reports the community nutrition experts submit on child health status, discusses issues that the community nutrition experts have faced in the field, and develops a roadmap for the next 15 days. There is general acknowledgment of the community nutrition experts who have performed well for that period. The district supervisor also gives specific acknowledgment to community nutrition experts when they excel in the group environment to motivate other community nutrition experts to improve their performance. The district supervisor also accompanies the community nutrition experts on home visits to monitor performance. She spends the entire day with the community nutrition expert covering the households she visits and monitors the community nutrition expert’s work closely. She provides individual feedback/support at this time, which includes supporting community nutrition experts to motivate households that are resistant to admitting their child to the nutrition rehabilitation centers and supervising reporting (ie, reviewing how the data are entered on CommCare or their paper-based forms).

Motivators for the Community Nutrition Experts

Focus group discussions and unstructured interviews with the community nutrition experts were conducted to gain insights on their goals, motivation, challenges, and support structures.
affecting their work. We conducted two focus group discussions with three and 10 community nutrition experts, respectively, and interviewed five community nutrition experts and all five district supervisors to gain better understanding of what motivates these health workers. Field observations shadowing five community nutrition experts also informed understanding of the community nutrition experts work structure and use of their mobile app.

The motivation goals of the community nutrition experts seem to be rooted in experience and the contributions they make to their households as a result of their job. Most community nutrition experts did not have prior work experience and most mentioned that they could not imagine going back to the situation when they did not work. They derive intrinsic motivation from their professional conscience and the visible improvements they see in the nutritional status of children in their catchment area. Working in the communities for 2 to 3 years, they form good relationships with the villagers. As a result, a negative outcome, such as the death of a patient, can be demotivating for them. The financial contributions they make to their households are a major motivational factor because their salary has made a significant impact on their household living standards. Their experiences have made them more confident and eager to learn more, and in many cases enlisted a desire to progress further and deal with more responsibility and gain higher salaries, although most do not have any set goals toward this objective. Very few community nutrition experts have set life or career goals for themselves. Their motivation seems to be based on a combination of intrinsic and extrinsic factors.

Methods

In this study, we examined the impact of performance feedback on CHW performance and motivation in a randomized controlled trial with a sample of 60 CHWs who were part of the community nutrition program with RMF in Madhya Pradesh, India.

Study Design

The Intervention

In their article addressing ways to improve CHW performance in India, Bajpai and Dholakia [35] suggested additional monitoring done with minimal paperwork to improve performance of accredited social health activists. Feedback mechanisms, such as text messages or telephone complaint services, were also suggested as viable channels to provide and receive efficient feedback.

To communicate detailed performance feedback, we set up a call center, placing weekly calls to the community nutrition experts and relaying feedback on performance metrics. Phone calls provided a way to discuss and receive feedback from the community nutrition experts regarding any work-related issues, personal needs, mistraining, or technical difficulties they might have been having with the mobile app, which could be escalated to district supervisors so that they could be resolved quickly.

The European Foundation of Quality Management identifies the following human resource management principles as effective motivators for health works: supervision schemes, recognition schemes, performance management, training and professional development, leadership, participation mechanisms, and intraorganizational communication processes [44]. These motivators are effective in promoting internalization of controlled motivation by supporting perceptions of autonomy, relatedness, and competence experienced by health workers. Our intervention to provide performance feedback to community nutrition experts factored in six of these seven criteria. The community nutrition experts received supportive supervision, recognition for their work, performance feedback, training in problem areas regarding use of their app, and they had an opportunity to contribute to the program by discussing problems and challenges. Any issues identified during the calls were escalated to the program coordinator, thus contributing to intraorganization communication. Table 1 describes elements of the intervention and how they were related to supporting autonomy, competence, and relatedness to facilitate internalization and achieve sustained behavior change in the absence of the intervention.
Performance Indicators

Three performance indicators and respective targets were identified by the RMF program as relevant indicators to measure the performance of the community nutrition experts: (1) case activity, (2) number of infant and child health form submissions, and (3) duration of counseling.

Case Activity

Case activity was defined as the number of clients out of total clients that were visited in the last 2 weeks. The target was to visit all the registered clients every two weeks. By the end of each 2-week period, each community nutrition expert’s case activity was expected to be 100%, regardless of the number of clients registered. The case activity metric monitored the community nutrition expert’s coverage of the villages and clients and provided a measure for access to care available to the communities they served. Goal-setting theory suggests that goal difficulty has an inverse relationship with effort, with moderately difficult goals drawing the most effort out the individual and easy and very difficult goals drawing less effort and motivation to meet the target [27]. Because the community nutrition experts had different numbers of clients, the degree of difficulty of achieving this target was not consistent across the 60 community nutrition experts.

Form Submissions

The form submissions indicator was the total number of infant health and nutrition forms submitted in the last week. This form collects information on the child’s nutritional and health status and tracks their nutritional progress at each follow-up visit by the community nutrition expert. The target here was for each community nutrition expert to fill out this form each time she visited a household to register or follow up with a child. Hence, the number of form submissions was measured against the total number of clients visited in the last week (case activity), which provided the target for this particular indicator. The community nutrition expert could exceed the target on this metric because case activity did not register repeat visits within a period as a new visit or account for more than one form submitted during a visit. Hence, the number of form submissions for the infant health and nutrition form could be higher than the case activity if the community nutrition expert visited the same case more than once during the week. The target for form submissions was measured based on case activity; the community nutrition expert was expected to fill out at least as many infant health and nutrition forms as the number of clients visited in the last week.

Duration of Family Counseling

Family counseling duration was the adjusted mean time spent counseling families on infant nutrition in the last week. The target was for each community nutrition expert to spend at least 15 minutes counseling each family on the topics related to mother and infant nutrition. Tracking time taken by each community nutrition expert to counsel families on the importance of hygiene, nutrition, and admitting malnourished children to the nutrition rehabilitation centers provided a measure for the quality of care available to the communities. Because we wanted to ensure that each family received this minimum amount of counseling, all counseling times longer than 20 minutes were rounded down to 20 minutes during the data collection stage before any analysis. This was done in consultation with RMF, which had a target of 15 minutes for each counseling session. Tracking counseling times was made simple with CommCare, which records the time taken to complete each form and the community nutrition experts use a family counseling form to counsel the families.
Randomization and Intervention Stages

The 60 community nutrition experts were randomized into three treatment groups, one for each of the three performance indicators (case activity, form submissions, duration of counseling). The study period was 10 weeks in total and was divided into two stages: the intervention period and the postintervention period. In the intervention period, which lasted for 6 weeks, each community nutrition expert received a weekly phone call discussing their performance on a certain indicator against its target. During this period, the other two groups served as the control group. We had unbalanced randomization for the analysis (2:1) and each treatment had 20 community nutrition experts; therefore, each control had 40 community nutrition experts.

In the postintervention period, which lasted for 4 weeks, the community nutrition expert did not receive any feedback to examine whether the effects of the feedback in the intervention period were sustained or wore off over time. Because we were interested in studying dynamic, intertemporal effects of our intervention, this was a crucial time period for our study in which we could examine whether any effects on performance and reporting standards were lasting. For instance, if we found that results were positive and sustained over the two study periods, the effects of the intervention could be deemed more effective than if these effects were attributed to a novelty factor and did not carry over time without constant monitoring and feedback. We did not have a control group that did not receive any calls because the RMF program requested that all community nutrition experts receive some feedback on their performance.

Randomly allotting the community nutrition experts into the three treatment groups could result in lopsided treatment groups based on baseline performance. To create balanced treatment groups, we first ranked the community nutrition experts baseline performance on each of the three indicators. We gave a percentage score for each indicator by comparing the community nutrition expert’s performance on each indicator against the target for that indicator and converted these into z scores so that they were normalized. We then tallied up baseline performance scores for the three indicators using the z scores for each community nutrition expert and used this score to rank the community nutrition expert’s baseline performance. For randomization, the community nutrition experts were sorted by baseline rank in groups of three. To generate balanced treatment groups in terms of baseline performance, we randomly allocated each community nutrition expert in the group to the three treatment groups.

Data

Data for the study on the three indicators were obtained directly from CommCareHQ, CommCare’s cloud-based server where data recorded by the community nutrition expert were stored in real time. Additional data on the community nutrition expert’s demographic characteristics, personal traits, and motivation were collected in a survey conducted at the end of the postintervention period. We collected additional qualitative data from interviews with five community nutrition experts and the district coordinators as well as a focus group discussion with 10 community nutrition experts exploring motivations and challenges faced by community nutrition experts in their work and communities at the start of the study. We also collected some qualitative information at the end of the study to follow up on what was driving the results. This was done by randomly selecting three community nutrition experts from each treatment group for follow-up interviews to assess the main drivers of any changes in performance from their perspective.

We had panel data spanning 10 weeks, in which we collected performance data on each indicator for the three treatment groups. Our dataset had some important limitations, the more pressing of which was measurement error due to technical errors arising in the app. The community nutrition experts were working in areas with low network connectivity and were using an older version of the app, which had some technical errors that were not resolved before the start of our intervention. Working in low network connectivity means that the telecommunications network required to send the collected data to the central server was often inadequate or missing to send the information; therefore, there was measurement error in the data we could access from the server. Other technical errors, such as app error or missing multimedia and other bugs, meant that sometimes community nutrition experts were unable to access the app to record and send the data to the server. Many community nutrition experts also had repeat registrations for the same client with up to five repeat entries. This also affected our data quality for the first indicator—case activity—because this was measured against the total number of registered clients. During the intervention, community nutrition experts were advised not to fill out repeat registrations as they were doing before the intervention, meaning that the number of form submissions could decrease following the intervention. Similarly, we did not have data for total clients visited for the postintervention period, meaning that we did not have the target against which to measure form submissions data for that period. Therefore, form submissions is divided into two indicators: (1) form submissions number (ie, number of forms submitted in the last week), which was analyzed in the intervention and postintervention period; and (2) form submissions proportion, the number of forms as a proportion of total clients visited in the last week, which was analyzed only in the intervention period.

Qualitative Data

We administered an end-line survey to all community nutrition experts who were not lost to follow-up to capture their perception of the calls. We also randomly selected three community nutrition experts from each of the three treatment groups and conducted unstructured interviews on the phone to understand what was driving the results. The interviews were conducted by the program coordinator for RMF’s nutrition program.

We also conducted two focus group discussions during the intervention with three and 10 community nutrition experts, respectively, and interviewed five community nutrition experts and all five district supervisors to gain a better understanding of what motivated these health workers. Field observations shadowing five community nutrition experts also informed...
understanding of the community nutrition experts work structure and use of the mobile app. No feedback calls were placed during this time to any of the community nutrition experts.

Our aim was to study the effects of providing performance feedback on CHW motivation and performance. Because motivation is difficult to measure directly, we focused on assessing the effects of the feedback calls on CHW performance on specific indicators. The effects of other motivators could not be analyzed directly because of the study design, which did not include a control group that did not receive any calls. Therefore, the main focus of the analysis and empirical strategy is on the effects of the performance feedback.

The indicators used in this study were identified as direct measures of quality and access to health care because they were important for the RMF program and for other programs using mHealth. Adherence to correct practices in reporting and utilization of the mHealth platform is important and cannot be separately measured from the performance indicators discussed subsequently because all data were collected using CommCareHQ, which does not distinguish between reporting and performance. Accurate reporting is a vital element of the community nutrition expert’s performance and we viewed any change in performance indicators due to adherence to reporting standards as an improvement in CHWs overall performance as well.

**Feedback Procedure**

The call center agent for our intervention was an anonymous call center operator, who was introduced to the community nutrition experts as a member of CommCare by RMF before the start of the intervention. The community nutrition experts were told to expect calls from CommCare and respond to the call by the RMF program. Due to unforeseen personal reasons, the call center operator changed after 3 weeks of the intervention and the researcher (SK), also introduced as a member of CommCare, placed the remainder of the calls. The community nutrition experts had no prior relationship to the call center operator or the researcher before the study. All the community nutrition experts received face-to-face interaction at the end of the study period for a survey and 18 of 60 community nutrition experts received additional visits, 13 in the form of a focus group discussion and five in the form of shadow visits to their clients during the intervention.

We began each call by greeting the community nutrition expert and asking her about her family and well-being; we then asked if she had some time to discuss her performance for that week. The community nutrition experts then received their performance feedback. The feedback was nuanced depending on whether she (1) met/exceeded her target, (2) improved a lot or little, or (3) showed no improvement in her work. All feedback included a reminder of the target, appreciation for their efforts, and a discussion of problems and solutions regarding their work. Those with little or no improvement were encouraged to meet their target and retrained on using the app and the desired workflow regarding the relevant indicator. Next, technical problems in the app were discussed and recorded to be escalated to the project coordinator. Finally, community nutrition experts received another reminder about their targets, the day and time of the next phone call, and a warm goodbye.

The mean duration of the calls was approximately 5 minutes, although the initial calls were longer. Each community nutrition expert received a call on a particular day of the week at a particular time determined by the community nutrition expert. Because the community nutrition experts lived in areas with poor network connectivity and could be busy with other work, we attempted to call every community nutrition expert five times in case she could not respond or the call did not go through. Three of these attempts were made on the day the community nutrition expert was scheduled to receive the call, one was made the following day, whereas those who were not reached during the week received an additional attempt at the end of the week when they were not at work.

**Empirical Strategy**

We estimated main treatment effects and heterogeneous effects of call intensity (number of calls received) for each of the three performance indicators using a random effects model. We first estimated double difference estimates for main effects and heterogeneous effects in the intervention period, and then expanded the analysis to the postintervention period to estimate sustained effects of the intervention. The equations used to look for the main effects of the treatment for each indicator (double difference estimator, cross-partial effects, and comparing all three indicators head-to-head) as well as the equation used to estimate heterogeneous effects are presented in Multimedia Appendix 1.

**Statistical Tests**

We used a range of statistical tests fitting the nature of the variables. Community nutrition expert characteristics were compared using one-way ANOVA because we were comparing the means of three different treatment groups, whereas the Fisher exact test was used for the categorical variables because of the small number of observations in some of the categories. Binomial tests were used for the binary variable “other work.” Because the performance indicators did not follow a normal distribution, following Gneezy and Rustichini [45], we used the Mann-Whitney $U$ test to compare the medians of the three treatment groups to one another. We also used unpaired $t$ tests with unequal variance to compare means of the treatment group with the relevant control group, and the Fisher exact test for categorical variables.

**Ethical Considerations**

We took all measures possible to ensure that our study followed research governance and ethical protocols necessary for such research. The study benefited the participating community nutrition experts and the larger community where they worked by exploring ways to improve the quality and experience of the health services they provided to their communities. The study posed minimal risk to the participants and was part of the normal operational experimentation done with CommCare users. The community nutrition experts often received feedback through their district supervisors, which is in-line with the feedback provided in the intervention. There was no consequence to the community nutrition expert’s job as a result of the experiment.
because we did not systematically share performance data with RMF program managers making hiring and firing decisions.

**Results**

In total, 60 community nutrition experts were randomized into three treatment groups based on baseline performance. Figure 3 shows the flow of participants through the study.

**Figure 3.** Randomization and treatment allocation of participants.

<table>
<thead>
<tr>
<th>Characteristics and indicators</th>
<th>Total (N=60)</th>
<th>Treatment group</th>
<th>Case activity (n=20)</th>
<th>Duration of counseling (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Form submission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline rank</td>
<td>30.4 (17.22)</td>
<td>29.95 (17.61)</td>
<td>30.6 (17.29)</td>
<td>30.65 (18.03)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>32.15 (7.49)</td>
<td>31.21 (5.84)</td>
<td>32.15 (6.81)</td>
<td>33.05 (9.54)</td>
</tr>
<tr>
<td>Number of children in household</td>
<td>1.73 (1.14)</td>
<td>2.05 (1.02)</td>
<td>1.85 (1.18)</td>
<td>1.3 (1.13)</td>
</tr>
<tr>
<td>Number of adults in household</td>
<td>3.63 (1.98)</td>
<td>3.42 (1.92)</td>
<td>3.35 (2.03)</td>
<td>4.1 (1.99)</td>
</tr>
<tr>
<td>Education (years)</td>
<td>11.55 (2.59)</td>
<td>10.57 (2.24)</td>
<td>11.8 (2.59)</td>
<td>12.25 (2.73)</td>
</tr>
</tbody>
</table>

**Performance indicators, mean (SD)**

<table>
<thead>
<tr>
<th>Characteristics and indicators</th>
<th>Total (N=60)</th>
<th>Treatment group</th>
<th>Case activity (n=20)</th>
<th>Duration of counseling (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form submissions (n)</td>
<td>43.68 (48.39)</td>
<td>41.75 (47.69)</td>
<td>42.4 (50.63)</td>
<td>46.9 (49.15)</td>
</tr>
<tr>
<td>Form submissions (proportion)</td>
<td>0.42 (0.43)</td>
<td>0.41 (0.45)</td>
<td>0.37 (0.37)</td>
<td>0.49 (0.48)</td>
</tr>
<tr>
<td>Case activity</td>
<td>17.65 (24.55)</td>
<td>18.33 (27.00)</td>
<td>16.4 (22.99)</td>
<td>18.20 (24.71)</td>
</tr>
<tr>
<td>Duration of counseling (mins)</td>
<td>2.01 (3.24)</td>
<td>2.44 (4.31)</td>
<td>1.92 (2.69)</td>
<td>1.67 (2.57)</td>
</tr>
</tbody>
</table>

* Form submissions number was measured as the number of form submissions in a week. Form submissions proportion was measured as form submissions as a proportion of total clients. Case activity was measured as percentage of total clients visited in a 2-week period. Duration of counseling was measured as duration of family counseling in minutes.

The mean age of the community nutrition experts was 32 (SD 7.49) years with mean 11.5 (SD 2.59) years of education. Approximately 24% (14/60) of the community nutrition experts were engaged in other work, including agricultural work, in addition to their job with RMF. Baseline performance indicator means for the community nutrition experts were (1) form submissions (mean 43.68, SD 48.39), (2) case activity (mean 17.65, SD 24.55), and (3) duration of counseling (mean 2.01, SD 3.24). We did not find any significant differences between the three treatment groups in terms of rank, age, education, number of children, number of adults, marital status, and year started as community nutrition expert. Similarly, baseline performance indicators also did not exhibit a difference in medians for the three treatment groups.

The treatment groups and their relevant control group were also balanced in terms of community nutrition expert characteristics and performance indicators. However, we did see some significant differences between treatment and control means.
for duration of counseling in terms of number of children ($P=.04$) and education (Fisher exact=0.055).

**Differential Attrition**

We tested for differential attrition across the entire sample and within the three treatment groups. The attrition rate for the entire sample was high at 17% (10/60) and 10 of 60 community nutrition experts were lost to follow-up during the course of the study. Most of these were due changes in the community nutrition expert appointments made by the RMF program during the course of the study. We had differential attrition based on rank in our data because (1) the program replaced some lower-performing community nutrition experts during the course of the study (this was done outside of our intervention because the performance feedback was not shared with RMF program managers) and (2) the data in CommCareHQ was not updated at the start of the study, so some community nutrition experts who dropped out or were replaced before the start of the study were included in the baseline data, whereas their replacements were included in the end-line data (ie, we did not have baseline data for the replacements). We found differential attrition for baseline rank ($P<.001$) with lower-ranked community nutrition experts dropping out more than those with a higher ranking in terms of baseline performance indicators. We also found differential attrition significant for age ($P=.009$), with younger community nutrition experts dropping out, and year started as a community nutrition expert ($P=.003$).

We found differential attrition in terms of rank for all three treatment groups and in terms of age ($P=.02$) and year started as community nutrition expert ($P=.04$) only for those in in the duration of counseling treatment group. In terms of rank, we found significant differential attrition for duration of counseling ($P=.01$). The form submission group ($P=.09$) and the case activity group ($P=.09$) did not have significant differential attrition for rank. There was no differential attrition effect for education, number of children, and number of adults, marital status, or other work for all three intervention groups.

Lower-performing community nutrition experts in the baseline period who dropped out of the study in all three treatment groups could have affected our results.

To ensure that results were not driven as a result of the differential attrition, we re-estimated equations 1 and 4 in Multimedia Appendix 1 to account for attrition biases by matching the community nutrition experts lost to follow-up with those with the closest rank in the same treatment group. Multimedia Appendix 2 presents the results of the matching and shows the rank, age, education, marital status, number of adults, number of children, start year, and other work data for the community nutrition experts lost to follow-up and their replacements.

**Main Effects**

Tables 3 and 4 present the main treatment effects from equation 1 (Multimedia Appendix 1) in the intervention period and the postintervention period to identify intertemporal, sustained effects. There are three different regression specifications for each of the three indicators. The variables were defined so that case activity, form submissions, or duration of counseling indicated the treatment group, with a value of 1 if the community nutrition expert belonged to that treatment group and 0 otherwise. The variable “after” indicated the time variable with a value of 0 if the data were from the baseline period and 1 if from the intervention or postintervention period. The variable “treatment$\times$after” indicated our double difference estimator and was an interaction term between the treatment and time variables. Form submissions were analyzed in terms of absolute number of form submissions and proportion of form submissions to total clients visited in a 7-day period. The results to correct for differential attrition were also included in Tables 3 and 4, and show the double difference estimates after matching and replacing community nutrition experts lost to follow-up with those with the closest baseline rank in the same treatment group. The estimated coefficients give percentage point changes for case activity, form submissions proportions and absolute changes (ie, change in absolute number of form submissions), and absolute number of minutes for duration of counseling.
Table 3. Difference in differences (DID) estimates: impact of calls on performance indicators during the intervention stage.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Case activity</th>
<th>Form submissions (number)</th>
<th>Form submissions (proportion)</th>
<th>Duration of counseling</th>
</tr>
</thead>
<tbody>
<tr>
<td>DID</td>
<td>t (df)</td>
<td>P</td>
<td>DID</td>
<td>t (df)</td>
</tr>
<tr>
<td><strong>Original sample (n=300)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-3.98</td>
<td>-0.59 (.55)</td>
<td>-7.09 (.07)</td>
<td>-0.42 (.76)</td>
</tr>
<tr>
<td>After</td>
<td>9.27</td>
<td>2.65 (.008)</td>
<td>-36.94 (.83)</td>
<td>3.31 (.001)</td>
</tr>
<tr>
<td>Treatment × after</td>
<td>4.66</td>
<td>0.80 (.42)</td>
<td>2.89 (.40)</td>
<td>-0.002 (.98)</td>
</tr>
<tr>
<td>Constant</td>
<td>22.20</td>
<td>5.46 (.001)</td>
<td>52.15 (.29)</td>
<td>6.27 (.001)</td>
</tr>
<tr>
<td><strong>Correcting for attrition (n=360)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-6.57</td>
<td>-1.48 (.13)</td>
<td>-1.26 (.31)</td>
<td>-1.35 (.17)</td>
</tr>
<tr>
<td>After</td>
<td>12.43</td>
<td>4.41 (.001)</td>
<td>-29.50 (.80)</td>
<td>4.44 (.001)</td>
</tr>
<tr>
<td>Treatment × after</td>
<td>4.78</td>
<td>1.23 (.21)</td>
<td>-1.57 (.40)</td>
<td>0.49 (.62)</td>
</tr>
<tr>
<td>Constant</td>
<td>21.78</td>
<td>5.28 (.001)</td>
<td>44.58 (.51)</td>
<td>5.91 (.001)</td>
</tr>
</tbody>
</table>

The results showed a significant increase in performance for duration of counseling in the intervention period, whereas there were no significant treatment effects for case activity and form submissions. The interaction of counseling × after, which captured the treatment effect for receiving feedback on the duration of counseling, was significant at the 90% confidence interval, and receiving performance feedback on the duration of counseling increased mean counseling times by 3.860 minutes \((P=.004)\) when we included the postintervention data, suggesting that the effects of the intervention were sustained postintervention when the community nutrition experts were not receiving feedback on their performance. This is an effect size of Glass’s \(d=1.690\) (control group SD of duration of counseling for the period is 3.66), and an effect size of using Cohen’s \(d=0.813\) (pooled SD of duration of counseling for the period is 5.87), both of which indicated a moderate to large effect of receiving duration of counseling feedback. After correcting for attrition bias, the effect size was Cohen’s \(d=0.710\) (pooled SD 4.908) and Glass’s \(d=0.883\) (control SD 3.945).

In Table 4, analyzing the intervention and postintervention period data together, we found that the impact of receiving performance feedback on duration of counseling on mean counseling times was sustained. Counseling × after, which captured the treatment effect for receiving performance feedback on the duration of counseling during the intervention and postintervention periods, was significant and counseling times increased by a mean 4.469 minutes \((P=.004)\) when we included the postintervention data, suggesting that the effects of the intervention were sustained postintervention when the community nutrition experts were not receiving feedback on their performance. This is an effect size of Glass’s \(d=1.690\) (control group SD of duration of counseling for the period is 3.66), and an effect size of using Cohen’s \(d=0.813\) (pooled SD of duration of counseling for the period is 5.87), both of which indicated a moderate to large effect of receiving duration of counseling. The results held after correcting for differential attrition, although we had a smaller effect size of usingGlass’s \(d=0.926\) (control group SD of duration of counseling for the period is 4.683) and Cohen’s \(d=0.748\) (pooled SD of duration of counseling for the period is 5.795). Because the results after correcting for the attrition bias were similar to the results generated by the original sample, we proceeded with the original sample for further analysis.
Table 4. Difference in differences (DID) estimates: impact of calls on performance indicators in the intervention and postintervention stages.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Case activity</th>
<th>Form submissions (number)</th>
<th>Duration of counseling</th>
</tr>
</thead>
<tbody>
<tr>
<td>DID</td>
<td>t (df)</td>
<td>P</td>
<td>DID</td>
</tr>
<tr>
<td>Original sample (n=500)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>–3.98</td>
<td>–0.57</td>
<td>–7.09</td>
</tr>
<tr>
<td></td>
<td>(499)</td>
<td></td>
<td>(499)</td>
</tr>
<tr>
<td>After</td>
<td>9.07</td>
<td>2.65</td>
<td>–32.32</td>
</tr>
<tr>
<td></td>
<td>(499)</td>
<td></td>
<td>(499)</td>
</tr>
<tr>
<td>Treatment×after</td>
<td>5.58</td>
<td>0.98</td>
<td>2.032</td>
</tr>
<tr>
<td></td>
<td>(499)</td>
<td></td>
<td>(499)</td>
</tr>
<tr>
<td>Constant</td>
<td>22.20</td>
<td>5.34</td>
<td>52.15</td>
</tr>
<tr>
<td></td>
<td>(499)</td>
<td></td>
<td>(499)</td>
</tr>
<tr>
<td>Correcting for attrition (n=600)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>–6.06</td>
<td>–1.40</td>
<td>–1.142</td>
</tr>
<tr>
<td></td>
<td>(599)</td>
<td></td>
<td>(599)</td>
</tr>
<tr>
<td>After</td>
<td>12.71</td>
<td>4.52</td>
<td>–25.36</td>
</tr>
<tr>
<td></td>
<td>(599)</td>
<td></td>
<td>(599)</td>
</tr>
<tr>
<td>Treatment×after</td>
<td>4.45</td>
<td>1.2</td>
<td>–1.39</td>
</tr>
<tr>
<td></td>
<td>(599)</td>
<td></td>
<td>(599)</td>
</tr>
<tr>
<td>Constant</td>
<td>21.43</td>
<td>5.18</td>
<td>44.51</td>
</tr>
<tr>
<td></td>
<td>(599)</td>
<td></td>
<td>(599)</td>
</tr>
</tbody>
</table>

We tested for statistical significance of the marginal difference in duration of counseling in the intervention and postintervention periods by restricting the data to only include observations in the postintervention period (weeks 7-10). We ran two specifications, first to look for changes in duration of counseling from the baseline period of week 1 and second where we set the baseline at the end of the intervention period in week 6. At week 1, duration of counseling was mean 2.45 (SD 3.80) minutes for the treatment group (n=34) and mean 1.89 (SD 2.83) minutes for the control group (n=16). At week 6, duration of counseling was mean 3.15 (SD 3.63) minutes for the control group (n=16) and mean 10.70 (SD 6.50) minutes for the treatment group (n=34). At weeks 7 to 10, duration of counseling was mean 3.82 (SD 5.53) minutes for the control group (n=64) and mean 9.22 (SD 7.71) minutes for the treatment group (n=136).

The results of the two specifications are presented in Table 5. We found that there was positive and significant impact of the calls on duration of counseling performance from baseline to the postintervention period using only postintervention data (coefficient=5.939, P<.001). Setting week 6 as the baseline and comparing counseling times at the end of the intervention period to the postintervention period, we found that counseling times fell significantly (coefficient=–2.14, P=.02). This result is highlighted in Figure 4, which shows weekly mean counseling times for treatment and control groups over both study periods. This result shows that performance feedback is an important driver for performance where duration of counseling is concerned. Although we found positive intertemporal effects and receiving performance feedback led to large sustained improvements in counseling times for community nutrition experts, they dropped off in the postintervention period when they were not receiving feedback. The community nutrition experts were retrained on using the counseling forms and were reminded of their targets during the calls, the effects of which were sustained through to the postintervention period. However, they performed better while receiving performance feedback and reminders of their targets, and the feedback seemed to have intensified their internal motivation to perform and meet their goals.
Table 5. Impact of performance feedback on duration of counseling in the postintervention period looking for sustained effects in performance.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Duration of counseling</th>
<th>Baseline=week 1 (n=250)</th>
<th>Baseline=week 6 (n=250)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>t (249)</td>
<td>P</td>
</tr>
<tr>
<td>Duration of counseling</td>
<td>–0.536</td>
<td>–0.30</td>
<td>.76</td>
</tr>
<tr>
<td>After (baseline=week 1)</td>
<td>1.390</td>
<td>2.07</td>
<td>.39</td>
</tr>
<tr>
<td>Counseling×after (baseline=week 1)</td>
<td>5.939</td>
<td>5.00</td>
<td>.001</td>
</tr>
<tr>
<td>After (baseline=week 6)</td>
<td></td>
<td>0.672</td>
<td>1.34</td>
</tr>
<tr>
<td>Counseling×after (baseline=week 6)</td>
<td>–2.149</td>
<td>–2.43</td>
<td>.02</td>
</tr>
<tr>
<td>Constant</td>
<td>2.433</td>
<td>2.4</td>
<td>.02</td>
</tr>
</tbody>
</table>

There were no significant effects of receiving feedback on form submissions or case activity, in the intervention and postintervention periods. In the postintervention period, we did not have data for the total number of clients visited in the 7-day period; hence, we could not include form submissions as proportion of clients visited as a variable. Before the intervention, both form submissions and case activity were lower in the treatment group; however, this difference was not significant. There seemed to be an overall decrease in form submissions for all community nutrition experts (after) and the pre-post changes in the treatment and control groups were essentially the same. This could be explained by the fact that most community nutrition experts had multiple registrations of the same case in their apps, with some community nutrition experts having up to five duplicate registrations of the same case. Before the intervention, the community nutrition experts submitted up to five different infant and nutrition forms for each of the duplicate registrations. This meant that baseline form submissions were much higher than appropriate because the community nutrition experts submitted many duplicate forms for the same case. The performance feedback and retraining given to all community nutrition experts during the study period by the program reinforced that there was no need to submit duplicate forms despite the duplicate registrations, and only one
infant health and nutrition form should be submitted per visit rather than submitting multiple forms for each of the duplicate registrations. This explains the overall decrease in form submissions in the intervention and postintervention period. Our interpretation was supported by the increase in form submissions proportional to number of clients visited in specification 3 for the control group and a slightly lower effect for the treatment group in the postintervention period.

Although case activity also showed an increase in performance in both the intervention and postintervention periods, the results were not significant. However, there was an overall increase in case activity for community nutrition experts in the control group in the intervention and postintervention period. The interpretation here could be that regardless of the information received during the calls, receiving calls boosted the community nutrition experts’ case activity. However, because we did not have a control group that did not receive calls, we could not estimate the effect of calling itself. The results are confounded by other factors, which could have caused a secular trend of increasing performance on case activity, including retraining during the intervention period by RMF, which alone could explain the increased performance after the intervention, independent of the intervention itself.

Although there were some program-wide changes to increase community nutrition expert performance during our intervention confounding the effects, including distribution of an additional paper-based job aid for counseling and retraining on CommCare for all the community nutrition experts, our intervention played an important part in increasing community nutrition expert performance for case activity. One interpretation of these results could be that regardless of the information disclosed in the calls, receiving calls boosted community nutrition expert performance by increasing internal motivation and increasing interest in their work. Although providing performance feedback against a target was an important element of our intervention, the feedback calls went beyond providing simple feedback and fluid discussions about the community nutrition experts’ technical and program-related challenges, and some personal/family matters were an important part of the calls. Our intervention strengthened supervisory structures already present in the program, regularly communicating the technical and program-related challenges to the project coordinator and the community nutrition experts’ immediate supervisors, who were able to resolve these more quickly, contributing to the increased case activity for all community nutrition experts in the postintervention stages. Additionally, the calls also resolved problems the community nutrition experts were having in using their app, which could also have contributed to the increasing their case activity because all data was collected through their CommCare apps.

The challenge in drawing out the impact of the calls is that we did not have a control group that did not receive any calls in our design. However, our interpretation is supported by the qualitative work supporting this study where community nutrition experts mentioned that the calls were an important factor in motivating and engaging them, increasing their interest in their work. The results presented in Table 3 show that the calls were seen as an indication that the program and CommCare were taking an interest in their work and the community nutrition experts mentioned that it increased their job satisfaction and motivation as a result. In focus group discussions, community nutrition experts mentioned that their interest and motivation grew when they engaged with something new on a periodic basis and had the opportunity to interact with people who were not a part of their usual day-to-day interactions. The calls were able to provide them with such a service, targeting autonomy, relatedness, and competence, and contributing to strengthening their intrinsic motivation and interest toward their work.

The end-line survey administered to all community nutrition experts suggested that community nutrition experts perceived the calls as a motivator having a positive effect on their performance. In all, 86% (38/44) reported that they felt the calls improved their performance, 79% (34/43) felt the calls motivated them a lot to do their work, and 45% (20/44) found performance feedback to be the most effective component of the calls for motivation. In addition, 75% (33/44) reported that their technical problems were resolved faster as a result of the calls and 100% (44/44) of community nutrition experts felt that their knowledge about using CommCare had improved as a result of the calls and 94% (43/46) would sign up for this service. These results support our interpretation that the calls improved community nutrition experts’ intrinsic motivation by supporting competence, relatedness, and autonomy, leading to improvements in case activity for all community nutrition experts.

Cross-Partial Effects

To determine whether receiving feedback on any indicator affected case activity performance or performance on the remaining two indicators, we estimated cross-partial effects of providing performance feedback on one indicator on the performance on the other two indicators. For each of the treatments, the remaining two groups acted as a pooled control and we were interested in estimating cross-partial effects of receiving feedback on case activity, on performance in duration of counseling, or form submissions. We present the analysis for the postintervention period because this generated higher power and was a more policy-relevant result. However, our analysis showed the results in the intervention period were similar to those in the postintervention period. There was one cross-partial effect where feedback on one indicator affected performance on another indicator. It negatively affected duration of counseling by approximately 3.39 minutes (P=.01), suggesting that receiving duration of counseling feedback was more effective in increasing counseling times than receiving form submissions feedback. We did not find any cross-partial effects for the remaining two indicators.

Comparing the Three Groups Head-to-Head

We compared each of the three treatment groups head-to-head and estimated how feedback on each indicator affected each treatment group separately. The reference group in each specification was the treatment group. The results were in-line with our analysis from equation 1 (Multimedia Appendix 1); there were significant improvements in counseling times with mean counseling times of community nutrition experts in the duration of counseling group increasing compared with those
in the form submissions or case activity treatment groups. Receiving feedback on form submissions or case activity did not significantly impact performance on that indicator compared to the two other groups. The results support the previous findings, with no baseline differences between the three treatment groups, and duration of counseling feedback affecting counseling times differently than case activity or form submissions feedback (Table 6).

### Table 6. Head-to-head comparison of treatment groups (n=500).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Case activity</th>
<th>Form submissions (number)</th>
<th>Duration of counseling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>t (499)</td>
<td>P</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case activity</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Form submissions</td>
<td>3.66</td>
<td>0.46</td>
<td>.64</td>
</tr>
<tr>
<td>Duration of counseling</td>
<td>4.29</td>
<td>0.54</td>
<td>.58</td>
</tr>
<tr>
<td>After</td>
<td>4.52</td>
<td>0.93</td>
<td>.35</td>
</tr>
<tr>
<td><strong>Treatment×after</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case activity</td>
<td>10.13</td>
<td>1.53</td>
<td>.12</td>
</tr>
<tr>
<td>Duration of counseling</td>
<td>9.10</td>
<td>1.33</td>
<td>.18</td>
</tr>
<tr>
<td>Form submission</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>18.23</td>
<td>3.31</td>
<td>45.06</td>
</tr>
</tbody>
</table>

**Heterogeneous Effects**

The distribution of calls received among the 50 community nutrition experts who were included in the analysis was as follows: 10% (5/50) of community nutrition experts received zero calls, 6% (3/50) received one call, 6% (3/50) received two calls, 16% (8/50) received three calls, 14% (7/50) received four calls, 10% (5/50) received five calls, and 38% (19/50) received all six calls.

We wanted to examine whether the effect of our intervention varied across the intensity of treatment (estimate equation 4 in Multimedia Appendix 1). We interacted the number of calls received with the treatment and time period (intervention and postintervention) to look for heterogeneous impacts based on intensity of exposure to treatment. Table 7 presents the heterogeneous impacts of call intensity for the postintervention period. The estimates indicated that call intensity mattered for sustaining increases in duration of counseling and counseling times increased by approximately 1.366 minutes (P=.04) with each additional call in the postintervention period. The estimates did not indicate any heterogeneous impacts of call intensity on the other two indicators in the intervention or the postintervention periods. The results held after accounting for differential attrition.
Table 7. Heterogeneous effects: the effect of receiving more calls on performance.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Case activity</th>
<th>Form submissions, number</th>
<th>Duration of counseling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>t (df)</td>
<td>P</td>
</tr>
<tr>
<td>Original sample (n=500)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>–4.70</td>
<td>0.28</td>
<td>.77</td>
</tr>
<tr>
<td>After</td>
<td>22.07</td>
<td>3.15</td>
<td>.001</td>
</tr>
<tr>
<td>Calls</td>
<td>4.52</td>
<td>2.26</td>
<td>.02</td>
</tr>
<tr>
<td>Treatment×after</td>
<td>13.98</td>
<td>1.03</td>
<td>.30</td>
</tr>
<tr>
<td>Treatment×calls</td>
<td>–0.54</td>
<td>–0.15</td>
<td>.88</td>
</tr>
<tr>
<td>After×calls</td>
<td>–3.47</td>
<td>–2.12</td>
<td>.03</td>
</tr>
<tr>
<td>Treatment×after×calls</td>
<td>–1.35</td>
<td>–0.47</td>
<td>.63</td>
</tr>
<tr>
<td>Constant</td>
<td>5.24</td>
<td>0.61</td>
<td>.54</td>
</tr>
<tr>
<td>Correcting for attrition (n=600)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>–6.28</td>
<td>–1.35</td>
<td>.17</td>
</tr>
<tr>
<td>After</td>
<td>26.17</td>
<td>4.72</td>
<td>.001</td>
</tr>
<tr>
<td>Calls</td>
<td>4.28</td>
<td>2.75</td>
<td>.006</td>
</tr>
<tr>
<td>Treatment×after</td>
<td>10.86</td>
<td>1.40</td>
<td>.16</td>
</tr>
<tr>
<td>Treatment×calls</td>
<td>–0.18</td>
<td>–0.12</td>
<td>.90</td>
</tr>
<tr>
<td>After×calls</td>
<td>–3.67</td>
<td>–2.67</td>
<td>.007</td>
</tr>
<tr>
<td>Treatment×after×calls</td>
<td>–1.26</td>
<td>–0.64</td>
<td>.52</td>
</tr>
<tr>
<td>Constant</td>
<td>5.71</td>
<td>0.83</td>
<td>.40</td>
</tr>
</tbody>
</table>

The number of calls received per community nutrition expert suggested that the number of calls received, regardless of the indicator for feedback, had a positive impact in pre-post differences in the control group. Because all community nutrition experts received calls, this finding suggested that regardless of the information disclosed in the calls, receiving calls improved performance by providing supportive supervision and increasing intrinsic motivation by including appreciation, encouragement, avenues to discuss problems and solutions, and solving technical difficulties.

Discussion

Our findings show some interesting differences in the effect our intervention has on the different performance indicators. We found positive impacts on duration of counseling sustained in the postintervention period, whereas case activity and form submissions showed no significant effects. We also found heterogeneous impacts of call intensity for duration of counseling, with each additional call improving the community nutrition expert’s counseling times further. There was an overall increase in case activity for all community nutrition experts, whereas the number of form submissions decreased due to
multiple registrations and duplicate form submissions declining indicating improvement in overall reporting standards. We discuss possible reasons for these differing results subsequently, further supplemented with qualitative interviews with community nutrition experts to better understand the results.

First, goal-setting theory suggests that the difficulty of the target matters for motivation and performance, and moderately difficult targets induce more effort and motivation compared to difficult or easier targets [27]. In our study, targets for duration of counseling were easier to achieve because they could be achieved by spending more time with the clients that the community nutrition expert was visiting. For case activity, the target was much more difficult, especially if the community nutrition expert had a lot of cases that she had to follow up on. The target for form submissions was related to case activity and should be an easy one. However, we saw a sharp decline in form submissions for all community nutrition experts because they were asked to stop submitting duplicate registrations and infant health and nutrition forms for a single client.

Second, the data quality for duration of counseling is likely to include less measurement error compared with data capturing case activity and form submissions. The community nutrition experts had many duplicate registrations in their app for each client due to mistraining issues at the beginning of the CommCare program. As a result, some community nutrition experts had up to 400 or 500 clients registered in their app with most of these being duplicate registrations. Case activity was measured against total clients and community nutrition experts were regularly submitting multiple forms (for each of the duplicate registrations) skewing form submissions and case activity data. The overall decrease in form submissions number in both the treatment and control groups can be explained by the retraining from RMF, which reinforced that the community nutrition experts should not submit multiple forms for the same visit in spite of the duplicate registrations. Our intervention also included training on how to correctly use the app and reinforced the appropriate workflow that the community nutrition experts should adopt, which also contributed to the reduction in the number of form submissions. Form submission as a proportion of clients visited did not show any significant decrease supporting our reasoning.

Third, case activity was affected by the holiday period of Diwali, which fell around week 3 of the intervention period. Figure 4 shows the weekly means for case activity for the treatment and control groups, both of which were close to zero during the holiday period. Duration of counseling was not affected by the holiday period because if the community nutrition expert did not visit and counsel a family, it did not affect the mean counseling time.

Fourth, all community nutrition experts also received a paper-based counseling aid during the study, which could also drive the increase in duration of counseling. However, we expect this aid to affect counseling times for all community nutrition experts and not just those in the treatment group. It could also be the case that the additional counseling aid interacted with receiving duration of counseling feedback by positively affecting duration of counseling and, in the absence of the additional counseling aid, there would be no significant effects on duration of counseling. However, we cannot perform this analysis due to data constraints.

Lastly, the significance of differential attrition by rank is higher in the duration of counseling treatment group than in the other two groups. Thus, it could be the case that the duration of counseling results are being driven by differential attrition, although this is unlikely because all groups show significant differential attrition by rank.

We expect that the changes in performance also include improvements in reporting standards and are being driven by increased effort on the part of the community nutrition expert, where our intervention improved community nutrition expert motivation and encouraged and increased her interest toward her work. External motivation played a part where community nutrition experts are weary of the consequences of bad performance, such as getting fired or reprimanded by the program. Internalization of the programs’ goals to improve intrinsic motivation was facilitated by improving the community nutrition experts’ competence; the community nutrition experts are better at using their CommCare app after the intervention, which included components where community nutrition experts were trained on proper use of the app to support their work flow. Improvements in duration of counseling are also driven by improvements in reporting standards and increased knowledge in correct use of the app. Before the intervention, many community nutrition experts counseled their clients without opening the family counseling form leading to very low counseling times recorded on CommCare. After the intervention, and retraining on how best to use the family counseling form (ie, we encouraged them to open the form and fill in the details as they counsel), we see an increase in counseling time as a direct impact of our intervention. Accurate reporting is an essential component of performance in the CHW context due to the remote nature of their work and lack of immediate supervision, which means that any CHW’s activities, services provided, and changes in the client’s health status are not known without accurate data provided by the CHW. We also see improvements in reporting standards for form submissions.

Qualitative interviews with three community nutrition experts after the postintervention period support our interpretation that the calls improved the community nutrition experts’ competence and autonomy by improving knowledge and skills and helping to quickly solve any technical issues faced by the community nutrition expert. The continuous monitoring provided by the calls was seen to impact duration of counseling more than the other indicators, with the community nutrition expert giving more time to the client in addition to using the family counseling form while counseling to provide accurate reporting on this indicator.

Case activity also shows overall improvements for all community nutrition experts after our intervention, which is sustained in the postintervention period. Although we do not have a control group that did not receive any calls to provide concrete evidence, the results suggest that the calls, which included a strong component of supportive supervision, helped support autonomy and the internalization of program goals.
(which all community nutrition experts were aware of) leading to more autonomous motivation in the community nutrition experts and higher performance across all treatment groups. Our hypothesis that the calls lead to greater autonomous motivation is supported by the sustained improvements in duration of counseling in the postintervention period as a result of receiving feedback calls on duration of counseling and overall improvements in case activity, and improvements in reporting form submissions sustained after the intervention as well.

Providing CHWs with regular performance feedback through calls placed by a supervisor or manager is an effective way to reinforce goals and targets, and provide supportive supervision to CHWs encouraging their extrinsic and autonomous motivation and performance. Two-way communication opens avenues to discuss and provide solutions addressing gaps in performance, any challenges faced at work, or technical or systematic issues afflicting the CHW preventing her/him from performing effectively. Strategies targeting improvements in CHW programs should include an element of continuous monitoring and feedback system reinforced with supportive supervision to generate improvements in CHW performance and maintain an effective CHW program.

Other than the limitations posed by the dataset, our study has some important limitations that could potentially bias our outcomes:

1. Risks of unethical behavior leading to false reporting.
2. Spillovers where targets for different indicators are known to community nutrition experts in other groups.
3. Low network connectivity or unwillingness/inability of the community nutrition experts to respond to and answer the calls (could potentially be endogenous to performance if the community nutrition experts are aware of their own performance and do not answer the call if they perceive their performance to be low).

4. Holidays and events in week 3, which meant that the community nutrition expert(s) were absent with consent from their managers. Some may have extended their break. Attendance is a prerequisite to performance.
5. The most important limitation in the study arises because we do not have a control group that received no calls and no performance feedback. Hence, we cannot discern the effects of the calls themselves. This is important because the calls included other components other than the performance feedback, which can impact the community nutrition experts’ performance across all indicators, including the indicators on which they received no performance feedback.

In order to limit and test for the bias, we adopted the following strategies:

1. Draw an upper limit on the indicators where false reporting is most plausible. We imposed a limit of 20 minutes on the duration of counseling so that any outliers did not skew the mean counseling times.
2. Although we ensured that no community nutrition expert received feedback on other indicators other than the treatment she was assigned to, RMF reiterated the targets for all three indicators during the course of the study, which could have affected the community nutrition experts' performance by setting goals. Goal setting can motivate performance, but we were interested in the effects of goal setting in conjunction with providing feedback.
3. We tested for correlation between initial performance and number of calls received to test whether community nutrition experts were deliberately avoiding calls anticipating unfavorable performance feedback. The pairwise correlation for baseline rank and number of calls received was $r = -0.265$ ($P < 0.001$) suggesting that lower-performing community nutrition experts were less likely to answer calls.
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